
 

 

 

ABSTRACTION LAYER FOR IMPLEMENTATION OF EXTENSIONS 

 IN PROGRAMMABLE NETWORKS 

 

 

Collaborative project co-funded by the European Commission within the Seventh Framework Programme 

Grant agreement no:  317880 

Project acronym:  ALIEN 

Project full title:  "Abstraction Layer for Implementation of Extensions in programmable Networks" 

Project start date: 01/10/12 

Project duration: 24 months 

 

Deliverable D5.2 

CCN and ALIEN developments integration over OFELIA 

Version 11.2 

Due date: 31/07/14 

Submission date: 22/09/14 

Editor: Maider Huarte (UPV/EHU) 

Internal reviewers: Jon Matías, Eduardo Jacob (UPV/EHU) 

Author list: Eduardo Jacob, Victor Fuentes, Jon Matías, Maider Huarte (UPV/EHU); Damian 

Parniewicz, Łukasz Ogrodowczyk, Bartosz Belter (PSNC); Tasos Vlachogiannnis 

(UNIVBRIS); Richard G. Clegg (UCL); Marek Michalski, Mairus Zal (PUT); Marc Bruyere 

(DELL/FORCE) 

 

Dissemination Level  

 PU: Public 

 PP: Restricted to other programme participants (including the Commission Services) 

 RE: Restricted to a group specified by the consortium (including the Commission Services) 

 CO Confidential, only for members of the consortium (including the Commission Services) 



CCN and ALIEN developments integration over OFELIA  

 

Project: ALIEN (Grant Agr. No. 317880) 

Deliverable Number: D5.2 

Date of Issue: 22/09/14 

 

2 

 

<THIS PAGE IS INTENTIONALLY LEFT BLANK> 

 



CCN and ALIEN developments integration over OFELIA  

 

Project: ALIEN (Grant Agr. No. 317880) 

Deliverable Number: D5.2 

Date of Issue: 22/09/14 

 

3 

Abstract 

The Alien HAL allows hardware that was previously not OpenFlow compatible to be placed under an OpenFlow control 

framework. In this deliverable, the integration of these developments and the CCN experiment under OFELIA, and 

resulting conclusions will be shown. Integration under the OFELIA Control Framework, represents an additional 

validation of the developments done in the project. It is important to remind that every partner has led the development 

of a kind of equipment and also that the connection of its laboratory to OFELIA is specific. In the second section, for each 

of the developments, a description of the specific OFELIA integration setup, the testing done and conclusions will be 

presented. In the third section the deployment of the CCN experiment, namely CONET, under OFELIA and over the ALIEN 

developments will be shown. Finally some conclusions will be presented. 
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Executive Summary 

After testing the ALIEN HAL developments at each partner site locally, functional tests have been carried out to 

demonstrate that they actually work integrated in OFELIA, along with a CCN under OFELIA application experiment. 

The integration under the OFELIA Control Framework testing is an additional validation of the developments done in the 

project, where every partner has led the development of a different kind of equipment in a different context, as the 

connection of the facilities of each partner to OFELIA is specific. In the second section, each partner has explained their 

experiment, giving a description of the specific OFELIA integration setup, the testing done and the conclusions from their 

experience. The descriptions of the OFELIA integration setups are written around two main points, the connection to 

OFELIA (which, in some cases, implies a whole new OFELIA island) and the integration of the developments themselves. 

The tests are explained with the OFELIA resources involved, the workflow steps and the results (given with screenshots 

and/or logs where possible). The conclusions of the tests present the functionalities that were successfully 

demonstrated, as well as the lessons learned thanks to the experimentation in real OFELIA environments, as opposed to 

the local tests previously run. 

The CONET experiment, where the CCN application has been executed under OFELIA, is shown in the third section of this 

deliverable. The CONET experiment allows validating HAL-enabled devices, like the DOCSIS ALIEN device, by using a third 

party application (i.e. CCNx) adapted to the OpenFlow environment, i.e. CONET (an application that generates both data 

plane and control plane traffic). 

This deliverable reports the outcomes of integration of ALIEN resources with OFELIA. This complex environment, 

covering OFELIA and ALIEN islands, will be used as a base for final experiments to be conducted within WP5 and reported 

in D5.3. 

This deliverable is targeted mainly at network engineers and technical teams working in the SDN domain. The document 

contains low-level technical details of the implementation of new OFELIA islands with non-OpenFlow equipment, 

complemented with conclusions and lessons learned from this process. The results reported in this deliverable may help 

other network administrators in joining OFELIA or other existing SDN-enabled network infrastructures. 
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1 Introduction 

The Alien HAL allows hardware that was previously not OpenFlow compatible to be placed under OpenFlow control. 

In the context of the validation of the developments done under ALIEN, OpenFlow compliance tests (with the use of 

OFTest) were run as part of the software creation and delivery process. In this deliverable, their integration under the 

OpenFlow control interface, which is an additional step in the validation of the compatibility of the work done in the 

project, is presented. 

This integration is run in a tight parallel process which involves setting up the connection to OFELIA infrastructure, 

integrating the development under its control and running a specific test application which shows the achievement of 

the work done. This gives an additional proof of the functionalities of the development and helps to detect glitches or 

problems that could be undetected with a pure protocol testing.  

It is important to remind that each partner has led the development of the ALIEN HAL for a kind of equipment and also 

that the connection of its laboratory to OFELIA is specific. There are partners that were originally part of OFELIA 

(UNIVBRIS, CREATE-NET and EICT), others have decided to directly link their development to an existing OFELIA island 

(UCL and DELL) and, finally, some others have decided to fully comprehend the details and setup a new OFELIA island 

(EHU, PSNC and PUT).  In the case of EHU, the connection to OFELIA is done through i2Cat, and in the PSNC and PUT it is 

done through UNIVBRIS. This is the reason for describing the situation of every development. 

In section 2, for each of the developments, a description of the specific OFELIA integration setup, the testing done and 

conclusions will be presented. In section 3 the deployment of the CCN experiment, namely CONET, over OFELIA and with 

the use of some of the developments will be shown. Finally some conclusions will be presented in section 4. 
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2 Integration of developments in OFELIA 

In this section the integration of ALIEN developments in OFELIA is described. For each of the developments, the same 

information is provided: a description of the integration, which involves describing the process to link the equipment to 

OFELIA, the details of the configuration of the equipment and how the control plane is extended from OFELIA to the 

newly integrated hardware is presented; later, a description of the experiment devised to show the functional 

performance is given; finally, some conclusions are also presented. 

It is important to understand that, in the same way the connection of different partners to OFELIA is specific, the 

equipment object of the integration is different and thus, it is not possible to just use the same experiment for every 

case. 

2.1 Integration of DOCSIS 

In this section the integration of the DOCSIS development in OFELIA is shown. EHU decided to create an OFELIA island 

and to link it to OFELIA through a dedicated 1Gbps layer 2 link provided by Spanish NREN RedIRIS to the i2Cat OFELIA 

Island. It is important to note that this raw bandwidth is compatible with the uplinks of the CMTS equipment used. This 

task would not have been possible without the help of i2Cat and iMinds OFELIA teams. The fact that OFELIA project is not 

funded anymore, gives even more value to these teams’ work, and also explains why at some time there have been some 

delays. Just to put everything in context, the development shown here implements an access network that spawns from 

the aggregation switch to the end user. This access network technology has the possibility to offer and enforce different 

service flows with different bandwidth to support different applications. The work done is described in this paper 

[ALHINP]. 

2.1.1 Description of the integration 

This section describes how the EHU resources and DOCSIS ALIEN have been integrated in OFELIA. Firstly, the EHU OFELIA 

Island is described in detail, showing the available resources and how the control and data planes have been connected 

to OFELIA. Once the EHU Island was deployed, the DOCSIS ALIEN was connected (both control and data planes) to OFELIA 

in two different setups, depending on the tests to be performed. 
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1) EHU OFELIA Island 

The EHU OFELIA Island comprises computational and OpenFlow-enabled datapath resources, which are exposed to 

OFELIA experimenters through the appropriate Aggregate Managers configured in the EHU’s OFELIA Control Framework 

(OCF located at https://10.216.64.4/). 

The EHU Island resources are shown in Figure 2-1: 

• 1 DOCSIS ALIEN device exposed as OF1.0 switch (ALIEN OpenFlow datapath). 

• 1 NEC IP8800 OF1.0 switch (OpenFlow datapath). 

• 2 Servers for deploying Virtual Machines (Computation resources). 

 

Figure 2-1 EHU/i2Cat Islands configured for DOCSIS Integration 

The EHU’s OCF manages the resources exposed to OFELIA by using two different AM: OFAM for OpenFlow resources and 

VTAM for computational resources. Both Aggregate Managers are available for any other OCF in OFELIA by using the 

following URIs: 

OFAM: https://10.216.64.4:8443/xmlrpc/xmlrpc/ 

VTAM: https://10.216.64.4:8445/xmlrpc/plugin/ 

The OFAM manages the EHU FlowVisor (IP address 10.216.64.3), which is responsible for controlling the OpenFlow 

datapaths exposed to OFELIA by EHU, i.e. NEC switch and DOCSIS ALIEN. The following commands are executed in the 

FlowVisor, and show the two DPIDs connected to it and the characteristics (e.g. number of ports and list of port 

identifiers) of each DPID. The first one (DPID  10:00:00:00:00:00:00:01) is the NEC switch exposing 21 ports, whereas the 

second one (DPID  10:00:00:00:00:00:00:02) is the DOCSIS ALIEN which exposes 3 ports: the uplink (port 12) and two 

clients (cable modems) currently connected to the DOCSIS platform (ports 21 and 31). 
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root@vmfv:~# fvctl list-datapaths 

Password: 

Connected switches:  

1 : 10:00:00:00:00:00:00:01 

2 : 10:00:00:00:00:00:00:02 

 

root@vmfv:~# fvctl list-datapath-info 10:00:00:00:00:00:00:01 

Password: 

{ 

  "connection": "/10.216.192.222:6633-->/10.216.192.193:61935",  

  "current-flowmod-usage": { 

    "0680c092-dbe8-4a3a-bc0a-ec11b62d9cdb": 2,  

    "b474443d-6215-44ea-a511-05d925b3ebdc": 0,  

    "fvadmin": 0 

  },  

  "dpid": "10:00:00:00:00:00:00:01",  

  "num-ports": 21,  

  "port-list": [ 

    1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19,  

25, 26 

  ],  

  "port-names": [ 

    "GBE0/1", "GBE0/2", "GBE0/3", "GBE0/4", "GBE0/5", "GBE0/6", "GBE0/7", 

"GBE0/8", "GBE0/9", "GBE0/10", "GBE0/11", "GBE0/12", "GBE0/13",  

"GBE0/14", "GBE0/15", "GBE0/16", "GBE0/17", "GBE0/18", "GBE0/19",  

"10GBE0/25", "10GBE0/26" 

  ] 

} 

 

root@vmfv:~# fvctl list-datapath-info 10:00:00:00:00:00:00:02 

Password: 

{ 

  "connection": "/10.216.64.3:6633-->/10.216.64.254:44350",  

  "current-flowmod-usage": { 

    "0680c092-dbe8-4a3a-bc0a-ec11b62d9cdb": 0,  

    "b474443d-6215-44ea-a511-05d925b3ebdc": 0,  

    "fvadmin": 0 

  },  

  "dpid": "10:00:00:00:00:00:00:02",  

  "num-ports": 2,  

  "port-list": [ 

    31, 21, 12 

  ],  

  "port-names": [ 

    "",  

    "" 
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  ] 

} 

The following screenshot Figure 2-2 was automatically generated by the EHU’s OCF and shows the resources (and 

information about them) and the topology of the EHU OFELIA Island. 

 

Figure 2-2 Screenshot from EHU OCF showing the resources and topology of EHU Island 

Regarding the control plane and data plane connection of the EHU Island to OFELIA, this is done through the i2Cat Island. 

This is the first time that the same layer 2 link (1G) is used to connect both control and data planes between two islands. 

VLAN identifiers are used to distinguish between the control (VLAN 999) and data traffic (VLANs 2-998 and 1000-4000). 

This is a quite complex scenario and requires Q-in-Q support in the link between both entities provided by RedIRIS. 

Instead of using Internet to connect the EHU control plane to iMinds Island and then to i2Cat Island (most common 

setup), this setup enables a direct control connection between EHU and i2Cat, and as a consequence, the latency is 

reduced and the dependency with iMinds is removed. A second control plane connection to iMinds can be configured for 

redundancy (this connection has not been deployed yet). 

In addition to this connection between the EHU and i2Cat Islands, the EHU Island is also providing data plane connection 

to the DELL Island. This means that the data plane of the DELL Island is connected to OFELIA through the EHU Island. A 

layer 2 tap-based VPN is established by using OpenVPN software (the same software is used by OFELIA to provide access 

to the resources to the experimenters). More details about this connectivity are provided in the Integration of Cavium 

section. 

Control plane connection to OFELIA through i2Cat Island 

OFELIA delegated two /24 subnets to EHU for control and management purposes, i.e. 10.216.64.0/24 and 

10.216.192.0/24. The EHU Island makes use of the 10.216.64.0/24 subnet to interconnect all the EHU resources to the 

control plane. A router (10.216.64.1) is properly configured to announce this subnet to OFELIA. The EHU router is directly 

connected to the i2Cat router by a /30 network (10.216.192.248/30). A NAT interface has been also added in the router 
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to provide an Internet connection for the VMs created and the Computation Resources Pool (i.e. the 10.216.64.0/24 

subnet) by using the EHU campus resources. 

All the control plane traffic (i.e. 10.216.64.0/24 subnet) is tagged with VLAN id 999 and sent to i2Cat Island by using a Q-

in-Q encapsulation through RedIRIS. They are using the same VLAN identifier to carry both control (VLAN 999) and data 

plane traffic (VLAN 2-998 and 1000-4000) to i2Cat. 

As previously mentioned, the control configuration takes into account the two islands configuration and it is quite 

complex. In the following QUAGGA router configuration an overview of the different networks involved is shown. 

vmquagga# sh run  

Building configuration...   

Current configuration:  

!  

log syslog notifications  

log facility local0  

!  

interface eth0  

description I2T Island Management  

ip address 10.216.64.1/24  

ipv6 nd suppress-ra  

!  

interface eth1   

description I2CAT XC  

ip address 10.216.192.250/30 

ip ospf authentication message-digest  

ip ospf cost 5  

ip ospf message-digest-key 1 md5 xxxxxx 

ipv6 nd suppress-ra  

!  

interface eth2  

ipv6 nd suppress-ra  

! interface lo  

ip address 10.216.192.255/32  

!  

router ospf  

ospf router-id 10.216.192.255  

passive-interface default  

no passive-interface eth1  

network 10.216.64.0/24 area 0.0.0.16  

network 10.216.192.248/30 area 0.0.0.16  

network 10.216.192.255/32 area 0.0.0.16  

!  

ip route 0.0.0.0/0 10.216.192.245  

ip route 10.0.0.0/8 Null0 254  

ip route 172.16.0.0/12 Null0 254  
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ip route 192.168.0.0/16 Null0 254  

!  

ip forwarding  

ipv6 forwarding  

!  

line vty  

!  

end 

In the EHU Island, some IP addresses from the delegated subnet are statically assigned to some resources. The following 

summarizes such assignment, and is relevant to properly understand some of the captures presented in this section. 

10.216.64.1       ROUTER  

10.216.64.2       OXA (LEIOA)  

10.216.64.3       FLOWVISOR  

10.216.64.4       OCF (EXPEDIENT)  

10.216.64.5       OXA (I2T)  

10.216.64.15-35   LEIOA Computation Resources  

10.216.64.200-220 I2T Computation Resources  

10.216.64.254     DOCSIS ALIEN if FLOWVISOR is bypassed (for TESTING purposes) 

Data plane connection to OFELIA through i2Cat Island 

The EHU data plane is connected to OFELIA through a layer 2 link (1 Giga) between EHU and i2Cat provided by RedIRIS. In 

order to support multiple experiments simultaneously running on OFELIA infrastructure, all the data traffic is tagged with 

a VLAN tag (the identifier must be one from the VLAN range assigned to the experiment). This means that each 

experiment uses a different VLAN and this tag must not be removed or changed when crossing from one island to 

another. As a consequence, the data plane connection between EHU and i2Cat must support that the VLANs 

transparently cross from one site to the other. Thus, Q-in-Q support is a must for the connection provided by RedIRIS. 

Generically, the VLANs from 2 to 4000 are used in OFELIA for tagging experiments at data plane traffic. Since the VLAN 

999 is used by i2Cat to tag the control traffic, this VLAN is reserved and not assigned to any experiment. Then, all the 

VLANs from 2 to 998 and from 1000 to 4000 are transported transparently by RedIRIS (by Q-in-Q) from one site to the 

other. 

The two edge OpenFlow datapaths that interconnect the EHU and i2Cat Islands are: 

• EHU  DPID 10:00:00:00:00:00:00:01 port 19. 

• i2Cat  DPID 00:10:00:00:00:00:00:02 port 13. 

This information must be configured in the OCFs to show the inter-island connectivity information to the experimenters 

of OFELIA. Such information is crucial to properly request the appropriate OpenFlow resources to setup an end to end 

path between these islands. 
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2) DOCSIS ALIEN integration in EHU Island 

Previously, it was shown how the DOCSIS ALIEN can be connected at control plane to the EHU FlowVisor in order to 

expose the DOCSIS platform through the OCF as a resource to other experimenters. This is possible because in this setup 

the DOCSIS ALIEN is exposing OpenFlow 1.0, which is the only version supported by FlowVisor. To overcome this 

limitation, different setups are defined for the DOCSIS ALIEN device integration in EHU. 

The first setup is the one that has been already explained. The DOCSIS development is put under the control of the 

OFELIA’s FlowVisor, and thus, the access to this development is enforced with the OFELIA Control Framework. 

The second setup gets rid of the FlowVisor control and directly exposes the DOCSIS ALIEN control plane to a previously 

defined controller. This controller must be reachable from the OFELIA control network (any resource at OFELIA is 

candidate to control the DOCSIS). In this case, the IP address of the controller must be provided to the DOCSIS ALIEN 

proxy and the DOCSIS ALIEN can be also accessible directly through its IP address instead of through Island’s FlowVisor. 

The only limitation is that the whole DOCSIS platform is assigned to just one experiment. The main benefit is that the 

DOCSIS ALIEN can expose OpenFlow versions beyond 1.0 (e.g. 1.2 or 1.3). Moreover, OpenFlow extensions can be also 

tested, which effectively implies that any specific extensions can be used (based on a direct connection between DOCSIS 

ALIEN and its controller), for example to make use of the different bandwidths available in the access network. This setup 

is reflected in previous figure (Figure 2-1) with the use of the dotted lines. 

The two already described setups differentiate at control plane integration; however, in both scenarios the data plane 

remains the same. The data plane connection details are the following: 

• NEC   DPID 10:00:00:00:00:00:00:01 port 6. 

• DOCSIS ALIEN DPID 10:00:00:00:00:00:00:02 port 12. 

This information is relevant to properly provide data plane connectivity between the DOCSIS ALIEN device (and possible 

clients behind it) to the EHU Island (as well as other OFELIA islands). 

2.1.2 Functional testing 

The functional testing of DOCSIS ALIEN device was performed demonstrating how this device can be used as any another 

OpenFlow resource integrated into EHU OFELIA Island to support the creation of flows between a client and a server, all 

of them installed by an standard OpenFlow controller like POX located in another island. 

The HAL-based DOCSIS Proxy is the key component that enables the entire DOCSIS network and its helpers (i.e. 

aggregation helper and residential gateway helper) to be exposed as a unique OpenFlow switch, which is able to 

communicate with the OpenFlow controller, and to perform actions requested by the controller, presenting the same 

behaviour as a single OpenFlow switch. 

Instead of developing a specific application for the POX, it was decided to run the learning switch application that comes 

with the POX installation. Afterwards, it was also tested the learning switch that comes with the FloodLight controller. By 

doing so, it is ensured that the test performed with a third party application is more neutral than a control application 

built by DOCSIS ALIEN developers. The learning switch application (control plane application) is independent from the 

end to end application (data plane application) running between the end nodes. This means that a video transfer, scp 
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(secure copy), ssh (secure shell) or even a ping application between end nodes (data plane) requires similar support from 

the OpenFlow perspective at control plane (i.e. packet-in, packet-out and flowmod). For simplicity, the learning switch 

application (POX and FloodLight) was tested with ping and scp. 

Apart from the learning switch application, the DOCSIS ALIEN was also tested with another third party application, 

CONET application, as later described in the next 3 CONET experiment section 

In order to demonstrate the integration of the DOCSIS ALIEN device in OFELIA, one end host was located behind the 

DOCSIS platform at EHU Island and the other end host was located at i2Cat Island, which demonstrates the data plane 

integration in OFELIA. The POX controller (and FloodLight controller in the second test) was also located at i2Cat and 

directly controlled the DOCSIS ALIEN device located at the EHU Island, which also demonstrates the control plane 

integration in OFELIA. 

It must be highlighted that the integration of the DOCSIS ALIEN device (both control and data planes) in OFELIA was 

demonstrated at TNC2014 (Dublin, 19-22 May 2014). In that demo shown in Figure 2-3, the POX controller located at 

i2Cat Island enabled a broadcast flow for video traffic and a bidirectional unicast flow for a ssh connection between a 

client located behind the DOCSIS platform at EHU and a server located at i2Cat. The controller generated the required 

flowmods to establish the path between the client and the server for each type of flow. 

 

Figure 2-3 Setup of demo at TNC2014 demonstrating the DOCSIS ALIEN integration in OFELIA 

Currently, the DOCSIS ALIEN developers are working on enabling the support for providing at the DOCSIS ALIEN a 

different bandwidth depending on the traffic (e.g. some flows with a low bandwidth and some others with a high 

bandwidth). They are working on OpenFlow extensions to expose that functionality (i.e. setting the bandwidth) to the 

OpenFlow controller. The results from this work will be detailed in D5.3. 
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1) OFELIA resources involved in functional testing 

As previously mentioned, the integration of DOCSIS ALIEN device in OFELIA and the validation of its OpenFlow 

implementation are performed using resources from two OFELIA islands: 

• EHU Island: 

o 1 DOCSIS ALIEN device exposed as OF1.0 switch. 

o 1 NEC IP8800 OF1.0 switch. 

o 1 VM end host (data plane) deployed in the server behind the DOCSIS platform. 

• i2Cat Island: 

o 2 OF switches. 

o 1 VM end host (data plane). 

o 1 VM OpenFlow POX controller (control plane). 

The following Figure 2-4 shows the computation and OpenFlow resources (including the DOCSIS ALIEN) involved in the 

functional testing and the actual topology deployed for the test. 

 

Figure 2-4 Setup for functional testing of DOCSIS ALIEN integration 

2) Testing workflow 

The functional testing performed to validate the DOCSIS ALIEN integration in OFELIA and the HAL implementation for 

DOCSIS Proxy can be represented as a workflow with several steps defined by the learning switch application of POX 

controller. A similar workflow can be described for ping and scp applications. The following workflow describes the ping 

application for simplicity: 

• Step 0 (data plane application starts) 
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o The end host at EHU launches the application (E2E data plane): ping. 

o The end host sends an ARP request to obtain the destination MAC address. 

• Step 1 (ARP request -> flooding) 

o The ARP request packet generates a packet-in message (OF) to the controller. 

o The learning switch learns the SRC MAC address (source end host). 

o The controller sends a packet-out to flood the ARP request. 

o The ARP request floods the data plane. 

• Step 2 (ARP reply -> flowmod) 

o The ARP request packet reaches the target host at i2Cat. 

o The target end host generates the ARP response packet. 

o The ARP response packet generates a packet-in message (OF) to the controller. 

o The learning switch leans the SRC MAC address (destination end host). 

o The controller sends a flowmod to install an exact flow entry for ARP reply packet. 

o The ARP reply from the buffer is sent to the appropriate outport. 

• Step 3 (ICMP echo request -> flowmod) 

o The ARP reply packet reaches the source host at EHU. 

o The end host at EHU sends the ICMP echo request to reach the end host at i2Cat. 

o The ICMP echo request generates a packet-in message (OF) to the controller. 

o The controller sends a flowmod to install an exact flow entry for ICMP (EHU->i2Cat). 

o The ICMP echo request from the buffer is sent to the appropriate outport. 

• Step 4 (ICMP echo reply -> flowmod) 

o The ICMP echo request reaches the destination host at i2Cat. 

o The end host at i2Cat sends the ICMP echo reply to the end host at EHU. 

o The ICMP echo reply generates a packet-in message (OF) to the controller. 

o The controller sends a flowmod to install an exact flow entry for ICMP (i2Cat->EHU).  

o The ICMP echo reply from the buffer is sent to the appropriate outport. 

• Step 5 (ping at terminal) 

o The ICMP echo reply reaches the source host at EHU. 

o The ping data is displayed in the terminal. 

3) Testing results 

Control plane capture (OpenFlow messages) 

The following capture shown in Figure 2-5 (summarized in Figure 2-6) was obtained by Wireshark. The capture was done 

at the DOCSIS Proxy, which had one interface connected to the controller and another interface connected to the DOCSIS 

platform where the Residential Gateway Helper (RGH) and the Aggregation Helper (AGH) were located. The DOCSIS 

Proxy spoke OFv1.0 to the controller and OFv1.2 to the helpers. Due to limitations in the OpenFlow dissector of 

Wireshark, it is not possible to show two different versions of OpenFlow at the same time. As a consequence, the 

summary from this capture has been edited to show the interaction of the DOCSIS Proxy with the controller and the 

helpers in a common view (Figure 2-6). By doing so, the steps described previously in the workflow can be easily 

identified in the Proxy to Controller interaction. 
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This capture shows the OpenFlow messages generated as a result of a ping application at

switch at control plane, but it is similar (i.e. the OpenFlow messages exchanged) to the capture that can be obtained with 

other data plane applications such as scp or ssh.

Figure 2-5 Wireshark capture of OpenFlow v1.0 messages exchanged with a ping application at data plane and 

learning switch application (POX) at control plane

The following figure summarizes the complete exchange of OpenFlow messages (shown in previous capture i

2-5). As an example, the flowmod highlighted in that

19.496395 seconds from the POX Controller to the DOCSIS Proxy.
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This capture shows the OpenFlow messages generated as a result of a ping application at 

switch at control plane, but it is similar (i.e. the OpenFlow messages exchanged) to the capture that can be obtained with 

other data plane applications such as scp or ssh. 

Wireshark capture of OpenFlow v1.0 messages exchanged with a ping application at data plane and 

learning switch application (POX) at control plane 

The following figure summarizes the complete exchange of OpenFlow messages (shown in previous capture i

. As an example, the flowmod highlighted in that previous Wireshark capture corresponds 

19.496395 seconds from the POX Controller to the DOCSIS Proxy. 
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 data plane with a learning 

switch at control plane, but it is similar (i.e. the OpenFlow messages exchanged) to the capture that can be obtained with 

 

Wireshark capture of OpenFlow v1.0 messages exchanged with a ping application at data plane and 

The following figure summarizes the complete exchange of OpenFlow messages (shown in previous capture in Figure 

Wireshark capture corresponds to the flowmod at 
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Figure 2-6 Summary of the OpenFlow messages exchanged captured by Wireshark with a ping application at data 

plane and learning switch application (POX) at control plane 

Data plane capture (ping output) 

The following screenshot shows the output from data plane application, i.e. ping, used for the functional testing of 

DOCSIS ALIEN integration in OFELIA. Moreover, it can be used to measure round-trip latency at data plane between EHU 

Island and i2Cat Island, which is 26.808 ms on average. 
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Figure 2-7 Output from ping application at data plane with learning switch application (POX) at control plane

2.1.3 Conclusions 

During validation of DOCSIS ALIEN platform and corresponding developments the following Op

were tested and successfully demonstrated:

• OpenFlow 1.0 

• Flow entry match to: 

o In_Port 

o Ethernet type (recognize IPv4 and ARP)

o Source IPv4 address 

o Destination IPv4 address

o IP protocol (TCP) 

o Source TCP port 

o Destination TCP port 

• Supported actions: 

o Forward to a port 

o Drop 

• Flow entry add 

• Flow entry remove 

CCN and ALIEN developments integration over OFELIA  
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Output from ping application at data plane with learning switch application (POX) at control plane

During validation of DOCSIS ALIEN platform and corresponding developments the following Op

demonstrated: 

Ethernet type (recognize IPv4 and ARP) 

Destination IPv4 address 
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Output from ping application at data plane with learning switch application (POX) at control plane 

During validation of DOCSIS ALIEN platform and corresponding developments the following OpenFlow functionalities 
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• Packet-in 

• Packet-out 

In this DOCSIS case, valuable lessons were learned from integration in real scenarios, listed below: 

• Packet-out was not properly working, and it was discovered thanks to the tests. 

• ARP match internal IPs (1.0 and 1.2 different behaviour) 

• Flooding mechanism implemented 

• xDPd helpers (RGH and AGH) updated to latest versions due to VLAN matching 0.4.3 

• OFELIA (also in CONET) interisland connectivity: allocate a free VLAN 

o Flowspaces manually approved. 

o Every change for the resources in charge in one island implies re-approval of the whole setup. Changes 

in one (controller IP, flowspace, vlan) affect all. 

2.2 Integration of EZappliance 

Integration of EZappliance into OFELIA environment was done with usage of complete new PSNC OFELIA Island where 

EZappliance device was deployed and interconnected to old OFELIA UNIVBRIS Island through GEANT layer2 link. HAL 

software implemented specifically for EZappliance (i.e.: xDPd based OpenFlow agent with specific EZchip NP-3 driver) 

were deployed on top of EZappliance platform enabling OpenFlow control for purpose of OFELIA experiments. The 

successful integration of EZappliance and full functional validation of its HAL prototype were possible thanks to control 

and data plane tests using simple ping tool and also more complex media streaming scenario. For the testing experiment 

purposes, an OpenFlow controller logic had to be implemented by EZappliance integration team in PSNC. 

2.2.1 Description of the integration 

The integration description contains information about hardware used in each OFELIA island as well as data plane 

topologies and control plane connections. Additionally, OpenFlow configuration is presented with specific attention to 

EZappliance device configuration. 

1) PSNC Island 

PSNC OFELIA Island is established using four devices (2 server machines and 2 network devices):  

• HP Proliant DL360 G7 - used for deploying all management and control software required by OFELIA 

environment (OCF components, OpenVPN and QUAGGA) 

• IBM System x3550 M3 - server with XEN installed, controlled by OCF Virtualization Aggregation Manager and 

participating in data plane as endpoint 

• EZappliance - ALIEN platform with HAL installed (xDPd-for-EZappliance) exposing OpenFlow protocol, 

dynamically configuring data plane connections 

• Juniper EX4200 - manually configured switch, providing static data plane connectivity through GEANT and 

PIONIER networks to other islands 

Data plane connectivity and OFELIA management software deployment is presented in Figure 2-8. In regards of data 

plane, PSNC Island is connected with Bristol Island and PUT Island. Both islands are connected with two VLANs: 601 and 
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602. PSNC Island is participating in OFELIA control network thanks to Open 

located in iMinds Island and QUAGGA routing daemon dynamically configuring routing entries towards other OFELIA 

Islands. All OCF software components (Expedient GUI, Aggregate Managers, FlowVisor) as well as hardwa

OCF (server with XEN and EZappliance platform) ha

assigned to PSNC Island. OCF Virtualization Aggregate Manager is managing an IBM server where Virtual Machines are 

deployed as part of OFELIA slices. EZappliance platform is virtualized by OCF OpenFlow Aggregate Manager and 

OpenFlow FlowVisor.  

Control configuration 

The configuration of OSPF QUAGGA daemon exposes control network of PSNC Island as OSPF area 17 with network 

addressing 10.216.65.0/24 to other OFELIA i

 ! -*- ospf quagga configuration

 ! 

hostname Ofelia_PSNC_ospfd

 ! 

interface tap1 

ip ospf authentication message

ip ospf message-digest-key 1 md5 xxxxxx

ip ospf cost 5 

interface tap2 
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602. PSNC Island is participating in OFELIA control network thanks to Open VPN connection to main control network hub 

located in iMinds Island and QUAGGA routing daemon dynamically configuring routing entries towards other OFELIA 

Islands. All OCF software components (Expedient GUI, Aggregate Managers, FlowVisor) as well as hardwa

OCF (server with XEN and EZappliance platform) have assigned IP addresses from OFELIA control network pool officially 

assigned to PSNC Island. OCF Virtualization Aggregate Manager is managing an IBM server where Virtual Machines are 

as part of OFELIA slices. EZappliance platform is virtualized by OCF OpenFlow Aggregate Manager and 

Figure 2-8 PSNC Island overview 

A daemon exposes control network of PSNC Island as OSPF area 17 with network 

10.216.65.0/24 to other OFELIA islands:  

ospf quagga configuration-*- 

hostname Ofelia_PSNC_ospfd 

ip ospf authentication message-digest 

key 1 md5 xxxxxx 
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VPN connection to main control network hub 

located in iMinds Island and QUAGGA routing daemon dynamically configuring routing entries towards other OFELIA 

Islands. All OCF software components (Expedient GUI, Aggregate Managers, FlowVisor) as well as hardware managed by 

from OFELIA control network pool officially 

assigned to PSNC Island. OCF Virtualization Aggregate Manager is managing an IBM server where Virtual Machines are 

as part of OFELIA slices. EZappliance platform is virtualized by OCF OpenFlow Aggregate Manager and 

 

A daemon exposes control network of PSNC Island as OSPF area 17 with network 
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ip ospf authentication message-digest 

ip ospf message-digest-key 1 md5 xxxxxx 

ip ospf cost 15 

 ! 

router ospf 

router-id 10.216.0.17 

log-adjacency-changes detail 

network 10.216.0.0/23 area 0 

network 10.216.2.0/23 area 0 

network 10.216.65.0/24 area 17 

passive-interface eth0 

 ! 

area 0 range 10.216.0.0/23 

area 17 range 10.216.65.0/24 

area 0 authentication message-digest 

area 17 authentication message-digest 

 ! 

log file /var/log/quagga/ospfd.log 

In PSNC Island, the following control network addresses were statically assigned:  

 10.216.65.10        EZappliance HSP (xDPd) 

 10.216.65.20        PSNC-Server-Xen-1 with OXA 

 10.216.65.100       OCF (Expedient, AMs, Flowvisor)  

 10.216.65.101-200   IP range for VMs created with OCF 

 10.216.65.254       Management network router 

And PSNC's OpenFlow and Virtualization Aggregate Managers are available for any Expedient in OFELIA test bed by these 

URIs:  

OFAM: https://10.216.65.100:8443/xmlrpc/xmlrpc/ 

VTAM: https://10.216.65.100:8445/xmlrpc/plugin/ 

Figure 2-9 presents a screenshot from PSNC OCF Expedient showing a flowspace definition (which device ports and which 

VLAN tag will be used) for a slice created for testing EZappliance integration. On the topology picture one data plane link 

between PSNC server and EZappliance is not shown because EZappliance is not supporting LLDP protocol required for 

OFELIA automatic network topology discovery.  



CCN and ALIEN developments integration over OFELIA

 

Project: ALIEN (Grant Agr. No. 317880)

Deliverable Number: D5.2 

Date of Issue: 22/09/14 

 

Figure 2-9 Screenshot from PSNC OCF Expedient showing the slice topology for EZappliance integration

Diagram shown in Figure 2-10 presents the same slice as in 

identifiers (DPID numbers, port identifiers). Two OFELIA default VMs were requested in PSNC Island (for testing client 

and POX controller) and one OFELIA default VM set in Bristol Island (for Media Server). Traffic between Client and Media 

Server VM was tagged with VLAN tag 700. The network path between servers is configured by POX OpenFlow controller. 

Figure 2-10

2) EZappliance integration in OFELIA

HAL prototype (xDPd with EZappliance device driver) configuration for EZappliance device contains OpenFlow datapath 

id of the switch (id is visible in OCF Expedient GUI), OpenFlow version 1.0, IP address of FlowVisor as an OF proxy 

controller of the switch, list of EZappliance data path ports and local address of EZ
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Screenshot from PSNC OCF Expedient showing the slice topology for EZappliance integration

presents the same slice as in Figure 2-9 but provides more details regarding OpenFlow 

identifiers (DPID numbers, port identifiers). Two OFELIA default VMs were requested in PSNC Island (for testing client 

troller) and one OFELIA default VM set in Bristol Island (for Media Server). Traffic between Client and Media 

Server VM was tagged with VLAN tag 700. The network path between servers is configured by POX OpenFlow controller. 

10 EZappliance integration slice and flowspace details

EZappliance integration in OFELIA 

HAL prototype (xDPd with EZappliance device driver) configuration for EZappliance device contains OpenFlow datapath 

s visible in OCF Expedient GUI), OpenFlow version 1.0, IP address of FlowVisor as an OF proxy 

controller of the switch, list of EZappliance data path ports and local address of EZ-Proxy component of EZappliance HSP: 
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Screenshot from PSNC OCF Expedient showing the slice topology for EZappliance integration 

but provides more details regarding OpenFlow 

identifiers (DPID numbers, port identifiers). Two OFELIA default VMs were requested in PSNC Island (for testing client 

troller) and one OFELIA default VM set in Bristol Island (for Media Server). Traffic between Client and Media 

Server VM was tagged with VLAN tag 700. The network path between servers is configured by POX OpenFlow controller.  

 

EZappliance integration slice and flowspace details 

HAL prototype (xDPd with EZappliance device driver) configuration for EZappliance device contains OpenFlow datapath 

s visible in OCF Expedient GUI), OpenFlow version 1.0, IP address of FlowVisor as an OF proxy 

Proxy component of EZappliance HSP:  
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config:{ 

openflow:{ 

logical-switches:{ 

dp0:{ 

dpid = "0x1100000000000001"; 

version = 1.0; 

description="This is an PSNC-EZappliance switch"; 

controller-connections:{ 

main:{ 

remote-hostname="10.216.65.100"; 

remote-port=6633; 

            }; 

   }; 

reconnect-time=1; #seconds 

num-of-tables=1; 

          ports = ("eth0","eth1","eth2","eth3","eth4","eth5","eth6","eth7", 

"eth8","eth9","eth10","eth11","eth12","eth13","eth14") 

        }; 

      }; 

    }; 

system:{ 

driver-extra-params="10.134.0.4"; #EZ Proxy IP address 

    }; 

  }; 

FlowVisor installed as part of OCF software suite is reporting OpenFlow resources in PSNC Island composed of one OF 

switch (based on EZappliance platform) with 15 data plane switch:  

root@alienOCFtemplate:~#  fvctl list-datapaths 

 Password: 

 Connected switches: 

1 : 11:00:00:00:00:00:00:01 

 root@alienOCFtemplate:~# fvctl list-datapath-info 11:00:00:00:00:00:00:01 

 Password: 

 { 

   "connection": "/10.216.65.100:6633-->/10.216.65.10:39899", 

   "current-flowmod-usage": { 

     "fvadmin": 0 

   }, 

   "dpid": "11:00:00:00:00:00:00:01", 

   "num-ports": 24, 

   "port-list": [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15], 

   "port-names": ["eth0","eth1","eth2","eth3","eth4","eth5","eth6","eth7", 

"eth8","eth9","eth10","eth11","eth12","eth13","eth14"] 

} 
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2.2.2 Functional testing 

The functional tests of HAL for EZappliance were done using streaming on demand application running in OpenFlow 

network. In order to run functional tests of HAL, an OFELIA slice was created which covered PSNC and UNIVBRIS OFELIA 

islands. The ALIEN slice included server resources (e.g. Virtual M

controller), EZappliance ALIEN hardware platform and NEC switches.

1) OFELIA Resources involved in the testing

Functional testing performed with usage of EZappliance devices is demonstrating how HAL can be used t

flexible streaming on demand service chain in OF networks with HAL

the validation of HAL. Although these devices are programmable, they do not natively support the OpenF

Through the addition of HAL they are able to communicate with the OpenFlow controller, and appear as any protocol

conforming switch. As a practical example, after the request for a video by an end user, the controller generates 

OpenFlow flow modifications (flowmods) to redirect web and video streaming requests from the clients to the media 

server. Finally, the video stream traffic from the media server is directed in the OpenFlow reactive manner, back to the 

client over the HAL-enabled network. 

The following resources in each island were involved during tests:

• PSNC Island 

o HP Proliant DL360 G7  -

o IBM System x3550 M3 

o EZappliance – ALIEN network hardware platform

o Juniper EX4200 – switch wit

• UNIVBRIS Island 

o 2x NEC IP8800 – OpenFlow switches 

o DELL poweredge 1950 server 

o Extreme Networks X450 

Figure 
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ance were done using streaming on demand application running in OpenFlow 

network. In order to run functional tests of HAL, an OFELIA slice was created which covered PSNC and UNIVBRIS OFELIA 

islands. The ALIEN slice included server resources (e.g. Virtual Machines for Client, Media Server, and OpenFlow 

controller), EZappliance ALIEN hardware platform and NEC switches. 

OFELIA Resources involved in the testing 

Functional testing performed with usage of EZappliance devices is demonstrating how HAL can be used t

flexible streaming on demand service chain in OF networks with HAL-enabled network devices.

the validation of HAL. Although these devices are programmable, they do not natively support the OpenF

Through the addition of HAL they are able to communicate with the OpenFlow controller, and appear as any protocol

conforming switch. As a practical example, after the request for a video by an end user, the controller generates 

modifications (flowmods) to redirect web and video streaming requests from the clients to the media 

server. Finally, the video stream traffic from the media server is directed in the OpenFlow reactive manner, back to the 

The following resources in each island were involved during tests: 

- with OpenFlow controller and Media Client VMs 

IBM System x3550 M3 – with OCF  

ALIEN network hardware platform 

switch with access to GEANT network (towards UNIVBRIS) 

OpenFlow switches  

DELL poweredge 1950 server –with media server VM 

Extreme Networks X450 – switch with access to GEANT network (towards PSNC)

Figure 2-11 EZappliance functional testing overview 
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ance were done using streaming on demand application running in OpenFlow 

network. In order to run functional tests of HAL, an OFELIA slice was created which covered PSNC and UNIVBRIS OFELIA 

achines for Client, Media Server, and OpenFlow 

Functional testing performed with usage of EZappliance devices is demonstrating how HAL can be used to create a 

enabled network devices. Figure 2-11, illustrates 

the validation of HAL. Although these devices are programmable, they do not natively support the OpenFlow protocol. 

Through the addition of HAL they are able to communicate with the OpenFlow controller, and appear as any protocol-

conforming switch. As a practical example, after the request for a video by an end user, the controller generates 

modifications (flowmods) to redirect web and video streaming requests from the clients to the media 

server. Finally, the video stream traffic from the media server is directed in the OpenFlow reactive manner, back to the 

 

switch with access to GEANT network (towards PSNC) 
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2) Testing workflow 

The functional testing can be represented as a workflow with clearly defined steps which must be accomplished by HAL-

enable EZappliance platforms: 

• Step 0 (proactive web-access) 

o OF controller installs flow entries for web-access transport service (allows any client connected to 

EZappliance nodes to access web server) 

o Flow entries are statically defined in OpenFlow controller application code (predefined data plane 

topology knowledge) 

o Web-access transport service is bidirectional and must support ARP, ICMP and TCP traffic 

• Step 1 (interacting with web server) 

o User can view and navigate on web server page(s) 

• Step 2 (user requests a movie stream) 

o Step 2.0) User clicks on “Play” button within a video page 

o Step 2.1) Video player generates RTSP request for video streaming server (destination TCP port 554) 

o Step 2.2) RTSP request is forwarded to OF controller in packet-in event 

o Step 2.3) OF controller ignores RTSP request; streaming client cannot connect 

• Step 3 (user requests a network configuration) 

o Step 3.0) User clicks on “Configure network” button and HTML page requests TCP session with 

10.0.0.200 (not existing IP address which is used within a “signalling” to OF controller, that OF 

controller must take an action) 

o Step 3.1) Client PC sends ARP request for 10.0.0.200 

o Step 3.2) ARP request is forwarded to OF controller by packet-in event 

o Step 3.3) OF controller installs flow entries enabling RTSP sessions between client and video streaming 

server 

• Step 4 (user requests a movie stream) 

o Step 4.0) Users clicks on “Play” button 

o Step 4.1) Video player generates RTSP request for video streaming server (destination TCP port 554) 

o Step 4.2) RTSP request is forwarded by network devices to video streaming server 

o Step 4.3) video streaming server sends RTSP response to client 

o Step 4.4) RTSP response is forwarded to client and RTSP session is established 

• Step 5 (video stream is sent) 

o Step 5.0) Basing on RTSP session, video streaming server starts sending RTP messages carrying video 

content 

o Step 5.1) First network node generates packet-in with that RTP packet 

o Step 5.2) OF controller recognizes destination IPv4 and destination UDP port, and sends proper flow 

entries in a reactive mode to network devices 

o Step 5.3) video streaming packets are sent through network to client and video is displayed 

• Step 6 (user stops video) 

o Step 6.0) User clicks on “Stop” button 

o Step 6.1) Video player generates RTSP request for video streaming server (destination TCP port 554) 

o Step 6.2) RTSP request is forwarded by network devices to video streaming server 

o Step 6.3) video streaming server sends RTSP response to client 

o Step 6.4) RTSP response is forwarded to client and RTSP session is ended 
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• Step 7 (user clears network) 

o Step 7.0) User clicks on “

10.0.0.201 (not existing address)

o Step 7.1) Client PC sends ARP request for 10.0.0.201 (not existing IP address which is used within a 

“signalling” to OF controller that OF c

o Step 7.2) ARP request is forwarded to OF controller by packet

o Step 7.3) OF controller uninstall flow entries for RTSP and RTP packets which sent in the data plane 

between client and video streaming server

OpenFlow entries installed proactively in EZappliance for Step 0

Flow entries for traffic from client to server:

• match to: 

o ARP ethertype, source IPv4 of client and destination IPv4 of web server within inspected ARP packet

o ICMP IP protocol, source IPv4 of client and 

o source IPv4 of client, destination IPv4 of web server and destination TCP port 80

• action is output to EZappliance interface towards a server (as shown on

Flow entries for traffic from server to client:

• match to: 

o ARP ethertype and source IPv4 of web server and destination IPv4 of client within inspected ARP packet

o ICMP IP protocol, source IPv4 of web server and destination IPv4 of client

o source IPv4 of web server, destination IPv4 of clien

• Action is output to EZappliance interface towards client (as shown on

Figure 

OpenFlow entries installed proactively in EZappliance for Step 3

Flow entries for RTSP traffic from client to server:

• match to: 

o source IPv4 of client, destination IPv4 of web server and destination TCP port 554

• action is output to EZappliance interface towards server (as

Flow entries for RTSP traffic from server to client:

• match to: 
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er clicks on “Deconfigure network” button and HTML page requests TCP session with 

10.0.0.201 (not existing address) 

Step 7.1) Client PC sends ARP request for 10.0.0.201 (not existing IP address which is used within a 

“signalling” to OF controller that OF controller must take an action) 

Step 7.2) ARP request is forwarded to OF controller by packet-in event 

Step 7.3) OF controller uninstall flow entries for RTSP and RTP packets which sent in the data plane 

between client and video streaming server 

tries installed proactively in EZappliance for Step 0 

Flow entries for traffic from client to server: 

ARP ethertype, source IPv4 of client and destination IPv4 of web server within inspected ARP packet

ICMP IP protocol, source IPv4 of client and destination IPv4 of web server 

source IPv4 of client, destination IPv4 of web server and destination TCP port 80

action is output to EZappliance interface towards a server (as shown on Figure 2-12) 

rver to client: 

ARP ethertype and source IPv4 of web server and destination IPv4 of client within inspected ARP packet

ICMP IP protocol, source IPv4 of web server and destination IPv4 of client 

source IPv4 of web server, destination IPv4 of client and source TCP port 80 

Action is output to EZappliance interface towards client (as shown on Figure 2-12) 

Figure 2-12 Flow entries – step 0 (proactive web-access) 

s installed proactively in EZappliance for Step 3 

Flow entries for RTSP traffic from client to server: 

source IPv4 of client, destination IPv4 of web server and destination TCP port 554

action is output to EZappliance interface towards server (as shown on Figure 2-13) 

Flow entries for RTSP traffic from server to client: 
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button and HTML page requests TCP session with 

Step 7.1) Client PC sends ARP request for 10.0.0.201 (not existing IP address which is used within a 

Step 7.3) OF controller uninstall flow entries for RTSP and RTP packets which sent in the data plane 

ARP ethertype, source IPv4 of client and destination IPv4 of web server within inspected ARP packet 

source IPv4 of client, destination IPv4 of web server and destination TCP port 80 

 

ARP ethertype and source IPv4 of web server and destination IPv4 of client within inspected ARP packet 

 

 

source IPv4 of client, destination IPv4 of web server and destination TCP port 554 
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o source IPv4 of web server, destination IPv4 of client and source TCP port 554

• action is output to EZappliance interface towards client (as shown

Figure 2-13 Flow entries 

OpenFlow entries installed reactively in EZappliance in Step 5

Flow entries for RTP traffic from server to client:

• match to: 

o source IPv4 of web server, destination IPv4 of client and destination UDP port (destination UDP port is 

recognized by OF controller during packet

payload sent from server)

• action is output to EZappliance interface towards client (as shown on

Figure 

3) Testing results 

EZappliance integration validation started with launching POX controller with ‘pox

performing testing workflow. The listing bellow presents the output of POX controller (“

connected and in “in blue” it is shown wha

damianparniewicz@ALIENController:~/pox$ ./pox.py openflow.of_01 

pox-alien-ez-integration

POX 0.2.0 (carp) / Copyright 2011

  WARNING:version:POX requires Python 2.7. You're

  WARNING:version:If you run into problems, try using Python 2.7 or PyPy.

  INFO:alien-ez-pox:ALIEN POX EZappliance integration validation started!

  INFO:core:POX 0.2.0 (carp) is up.

  INFO:openflow.of_01:[00

  INFO:alien-ez-pox:Switch 00

  INFO:alien-ez-pox:Clearing all flows from 00
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source IPv4 of web server, destination IPv4 of client and source TCP port 554

action is output to EZappliance interface towards client (as shown on Figure 2-13) 

Flow entries – step 3 (user requests a network configuration)

OpenFlow entries installed reactively in EZappliance in Step 5 

ic from server to client: 

source IPv4 of web server, destination IPv4 of client and destination UDP port (destination UDP port is 

recognized by OF controller during packet-in of the first non-matched UDP packet containing RTP 

rver) 

action is output to EZappliance interface towards client (as shown on Figure 2-14) 

Figure 2-14 Flow entries – step 5 (video stream is sent) 

ation validation started with launching POX controller with ‘pox-alien

performing testing workflow. The listing bellow presents the output of POX controller (“in red

” it is shown what flowmods are installed in an OF switch):  

damianparniewicz@ALIENController:~/pox$ ./pox.py openflow.of_01 

integration 

POX 0.2.0 (carp) / Copyright 2011-2013 James McCauley, et al.

WARNING:version:POX requires Python 2.7. You're running 2.6.

WARNING:version:If you run into problems, try using Python 2.7 or PyPy.

pox:ALIEN POX EZappliance integration validation started!

INFO:core:POX 0.2.0 (carp) is up. 

00-00-00-00-00-02|1280 1] connected 

pox:Switch 00-00-00-00-00-02|1280 has come up.

pox:Clearing all flows from 00-00-00-00-00-02|1280.
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source IPv4 of web server, destination IPv4 of client and source TCP port 554 

 

step 3 (user requests a network configuration) 

source IPv4 of web server, destination IPv4 of client and destination UDP port (destination UDP port is 

matched UDP packet containing RTP 

 

alien-ez-integration’ module 

in red” is shown OF switch DPID 

damianparniewicz@ALIENController:~/pox$ ./pox.py openflow.of_01 --port=6653 

2013 James McCauley, et al. 

running 2.6. 

WARNING:version:If you run into problems, try using Python 2.7 or PyPy. 

pox:ALIEN POX EZappliance integration validation started! 

02|1280 has come up. 

02|1280. 
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INFO:alien-ez-pox:arp installed 

  INFO:alien-ez-pox:icmp installed 

  INFO:alien-ez-pox:web installed 

  INFO:alien-ez-pox:rtsp installed 

  INFO:alien-ez-pox:rtsp installed 

INFO:openflow.of_01:[00-00-00-00-00-04|1280 2] connected 

  INFO:alien-ez-pox:Switch 00-00-00-00-00-04|1280 has come up. 

  INFO:alien-ez-pox:Clearing all flows from 00-00-00-00-00-04|1280. 

INFO:alien-ez-pox:arp installed 

  INFO:alien-ez-pox:icmp installed 

  INFO:alien-ez-pox:web installed 

  INFO:alien-ez-pox:rtsp installed 

  INFO:alien-ez-pox:rtsp installed 

INFO:openflow.of_01:[00-00-00-00-00-01|4352 3] connected 

  INFO:alien-ez-pox:Switch 00-00-00-00-00-01|4352 has come up. 

  INFO:alien-ez-pox:Clearing all flows from 00-00-00-00-00-01|4352. 

INFO:alien-ez-pox:arp installed 

  INFO:alien-ez-pox:icmp installed 

  INFO:alien-ez-pox:web installed 

  INFO:alien-ez-pox:rtsp installed 

  INFO:alien-ez-pox:rtsp installed 

The following log presents one of OpenFlow flowmods which was handled by EZappliance HSP. This concrete flowmod 

enable switching of ICMP messages coming from client to port 11 of EZappliance. The flowmod is translated into 

EZappliance memory entries and sent to EZ-Proxy for further processing. The log is coloured to show matching and 

action fields name (in blue) and values (in red) in handler OpenFlow message as well within a binary entry sent to EZchip 

memory structure. 

  [rofl][ctl] ctid:0x0 Flow-Mod message received 

<cofmsg version:1 type:14 length:80 xid:0x15 > 

<cofmsg_flow_mod > 

<command: -ADD- > 

<table-id:0 > 

<cookie:0x0> 

<idle-timeout:0 > 

<hard-timeout:0 > 

<priority:0x1> 

<buffer-id:0xffffffff > 

<flags:0x0> 

<out-port:0xffff > 

<matches: > 

<cofmatch ofp-version:1 > 

<coxmatches #matches:5 > 

<coxmatch oxm-id: 0x80000a02 > 

<cmemory: data:0x202fb1e0 datalen:6 > 
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                0000: 80 00 0a 02 08 00  

<eth-type: 0x800> 

<coxmatch oxm-id: 0x80000c02 > 

<cmemory: data:0x202fb1e0 datalen:6 > 

                0000: 80 00 0c 02 02 bc 

<coxmatch_ofb_vlan_vid > 

<vlan-vid: 0xbc/0xffff > 

<coxmatch oxm-id: 0xffff0108 > 

<cmemory: data:0x21ba97a0 datalen:12 > 

                  0000: ff ff 01 08 c0 a8 40 0b   ff ff ff ff 

<nw-src: 192.168.64.11/255.255.255.255> 

<coxmatch oxm-id: 0xffff0308 > 

<cmemory: data:0x21ba97a0 datalen:12 > 

                   0000: ff ff 03 08 c0 a8 40 64   ff ff ff ff 

<nw-dst: 192.168.64.100/255.255.255.255><actions: > 

<cofactions ofp-version:1 #actions:1 > 

<cofaction ofp-version:1 type:0 length:8  > 

<cofaction_output port: 0xb max-len: 0x0 > 

  [AFA] driver_of1x_process_flow_mod_add (dpid: 1, table_id: 0, buffer_id: -1, 

check_overlap: 0, reset_counts: 0) 

  [Pipeline-imp] plaftorm_of1x_add_entry_hook (new_entry: 0x202fbff0) 

  EZ action: forward to port11 

  [EZ-CORBA] Calling set_ez_struct method 

    -> key is: 0:0x0 1:0x1 2:0x0 3:0x0 4:0x0 5:0x0 6:0x0 7:0x0 8:0x0 9:0x0 

10:0x0 11:0x0 12:0x0 13:0x0  

14:0x0 15:0xbc 16:0x12 17:0x0 18:0x8 19:0xb 20:0x421:0xa8 22:0xc0 23:0x64 

24:0x40  

25:0xa826:0xc0 27:0x0 28:0x0 29:0x0 30:0x0 31:0x0 32:0x00 33:0x00 34:0x00 

35:0x0  

36:0x0 37:0x0 

-> mask is: 0:0x0 1:0xff 2:0x0 3:0x0 4:0x0 5:0x0 6:0x0 7:0x0 8:0x0 9:0x0 10:0x0 

11:0x0 12:0x0  

13:0x014:0x0 15:0xff 16:0x1f 17:0xff 18:0xff 19:0xff 20:0xff 21:0xff 22:0xff 

23:0xff 24:0xff  

                    25:0xff 26:0xff 27:0x0 28:0x0 29:0x0 30:0x0 31:0x0 32:0x1 

33:0x0 34:0x0 35:0x0 36:0x0  

37:0x0 

    ->result is: 0:0x3 1:0x2 2:0xa 3:0x0 4:0x0 5:0x0 6:0x0 7:0x0 

Finally, both client and media server were interconnected through OF switches in Bristol and EZappliance device in PSNC. 

The following listing presents ping from 192.168.64.2 (Client node IP located in PSNC) towards 192.168.64.100 (Media 

server node located in UNIVBRIS): 

  damianparniewicz@alien-client:~$ ping 192.168.64.100 

  PING 192.168.64.100 (192.168.64.100) 56(84) bytes of data. 
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  64 bytes from 192.168.64.100: icmp_req=1 ttl=64 time=866 ms 

  64 bytes from 192.168.64.100: icmp_req=2 ttl=64 time=39.0 ms 

  64 bytes from 192.168.64.100: icmp_req=3 ttl=64 time=39.1 ms 

  64 bytes from 192.168.64.100: icmp_req=4 ttl=64 time=39.1 ms 

  64 bytes from 192.168.64.100: icmp_req=5 ttl=64 time=39.1 ms 

  64 bytes from 192.168.64.100: icmp_req=6 ttl=64 time=39.0 ms 

  64 bytes from 192.168.64.100: icmp_req=7 ttl=64 time=39.0 ms 

2.2.3 Conclusions 

Validation of EZappliance platform was performed in OFELIA test bed with resources from UNIVBRIS and PSNC Islands. 

The tests were performed in a slice created with usage of OCF tool. The slice was composed basing on resources from 

one EZappliance device controlled by HAL instance, two standard OpenFlow switches and two servers where VMs were 

deployed. 

During validation of EZappliance platform and corresponding developments the following OpenFlow functionalities were 

tested and demonstrated successfully: 

• OpenFlow 1.0 

• Flow entry match to: 

o Ethernet type (recognize IPv4 and ARP) 

o Source IPv4 address (also carried within ARP when OF1.0 control is used) 

o Destination IPv4 address (also carried within ARP when OF1.0 control is used) 

o IP protocol (recognize TCP, UPD and ICMP) 

o Source TCP port 

o Destination TCP port 

o Destination UDP port 

• Supported actions: 

o Forward to a port 

o Drop 

• Flow entry add 

• Flow entry remove 

• Packet-in 

• Packet-out 

Streaming on demand in OpenFlow networks build upon EZappliances was demonstrated earlier during FIA2014 and 

TNC2014 conferences. All experience gained during these demonstrations preparation was used during tests of HAL for 

EZappliance. 

Only one problem was related to establishing Q-in-Q mechanism used between PSNC and UNIVBRIS Island which was 

chosen during integration design phase for allowing PSNC to participate in multiple OFELIA VLAN-based slices. Due to 

incompatibility of switches in PSNC and UNIVBRIS Islands, VLAN swapping mechanism was used as a way of using 

separate VLANs in GEANT between PSNC and UNIVBRIS and in the OFELIA experiment. 
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2.3 Integration of L0 switch

In this section the integration of the Layer0 switches inside the UNIVBRIS OFELIA Island is demonstrated. Since UNIVBRIS 

was initially part of OFELIA many of the components had already been in

software parts that were developed as part of the ALIEN project. 

and demonstrate how this can be used in the context of an existing OFELIA island. 

2.3.1 Description of the integration

The following picture details the connectivity and the configuration of the aforementioned equipment. The optical switch 

datapaths based on the HAL developed in the context of ALIEN are installed on a Dell Poweredge 1950 server. 

connectivity between the components inside UNIVBRIS Island is detailed in the picture below. Below there is a list with 

the physical equipment utilized for the UNIVBRIS OFELIA Island: 

• 3 ADVA FSP3000 nodes 

• 4 NEC IP8800/S3640-24T2XW OpenFlow 1.0 packet 

• 2 XEN servers dedicated for VM creation (Dell Poweredge 1950)

• 1 OpenVPN server (connected to OFELIA's general hub)

• 2 servers for running OCF (Dell Poweredge 1950)

Figure 
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Integration of L0 switch 

In this section the integration of the Layer0 switches inside the UNIVBRIS OFELIA Island is demonstrated. Since UNIVBRIS 

was initially part of OFELIA many of the components had already been installed and most of the focus was to replace the 

software parts that were developed as part of the ALIEN project. The goal was to show the functionality provided by HAL 

and demonstrate how this can be used in the context of an existing OFELIA island.  

ription of the integration 

The following picture details the connectivity and the configuration of the aforementioned equipment. The optical switch 

datapaths based on the HAL developed in the context of ALIEN are installed on a Dell Poweredge 1950 server. 

connectivity between the components inside UNIVBRIS Island is detailed in the picture below. Below there is a list with 

the physical equipment utilized for the UNIVBRIS OFELIA Island:  

24T2XW OpenFlow 1.0 packet switches 

2 XEN servers dedicated for VM creation (Dell Poweredge 1950) 

1 OpenVPN server (connected to OFELIA's general hub) 

2 servers for running OCF (Dell Poweredge 1950) 

Figure 2-15 UNIVBRIS OFELIA Island network map 
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In this section the integration of the Layer0 switches inside the UNIVBRIS OFELIA Island is demonstrated. Since UNIVBRIS 

stalled and most of the focus was to replace the 

goal was to show the functionality provided by HAL 

The following picture details the connectivity and the configuration of the aforementioned equipment. The optical switch 

datapaths based on the HAL developed in the context of ALIEN are installed on a Dell Poweredge 1950 server. The 

connectivity between the components inside UNIVBRIS Island is detailed in the picture below. Below there is a list with 
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Figure 

The ADVA FSP3000 OpenFlow enabled devices are part of the UNIVBRIS OFELIA 

OpenFlow enabled L2 switches and 2 dedicated servers for running virtual machines. The virtual machines are used as 

end hosts and they are used to run experiments over the slices created through the Ofelia Control Framework. 

Furthermore we have deployed a number of components in o

same resources. The additional resources for management and control of the 

• A server running the OFELIA control framework web interface

• A server running the Aggregate Managers (AM

• A server running the extended Optical Flowvisor

• A server running OpenVPN 

The topology of the described island is als
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Figure 2-16 UNIVBRIS OFELIA Island network map legend 

The ADVA FSP3000 OpenFlow enabled devices are part of the UNIVBRIS OFELIA test bed. The island also consists of 4 

hes and 2 dedicated servers for running virtual machines. The virtual machines are used as 

end hosts and they are used to run experiments over the slices created through the Ofelia Control Framework. 

Furthermore we have deployed a number of components in order to allow experimentation of multiple users over the 

same resources. The additional resources for management and control of the test bed consist of:

A server running the OFELIA control framework web interface 

A server running the Aggregate Managers (AM) of the island (Optical FOAM & VTAM)

A server running the extended Optical Flowvisor 

The topology of the described island is also shown in the capture below which is taken from OFELIA’s expedient GUI.
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. The island also consists of 4 

hes and 2 dedicated servers for running virtual machines. The virtual machines are used as 

end hosts and they are used to run experiments over the slices created through the Ofelia Control Framework. 

rder to allow experimentation of multiple users over the 

consist of: 

) of the island (Optical FOAM & VTAM) 

h is taken from OFELIA’s expedient GUI. 
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Figure 

Configuration of the equipment 

The ROFL OpenFlow agents of the optical nodes are running on a server that points to the management interface (SNMP 

channel) of the optical devices. The datapat

OpenFlow capability to them. It is necessary to have multiple instances of the agent running to control multiple devices. 

Since this test bed has 3 optical nodes it is necessary to execut

different configuration each time. This is achieved by simply running the agent with a different configuration file that 

causes the agent to connect to a different device each time. The most interesting 

the IP of the device's management interface and openflow field, which is the IP of the OpenFlow controller the devices is 

pointing to. 

<config> 

<host>10.0.34.10:161</host>

<community>private</community>

<trap>0.0.0.0:1620</trap>

<poll>0</poll> 

<cpreload>10</cpreload> 

<openflow>tcp:10.0.34.133</openflow>

</config> 

CCN and ALIEN developments integration over OFELIA  

ALIEN (Grant Agr. No. 317880) 

Figure 2-17 UNIVBRIS OFELIA Island topology 

The ROFL OpenFlow agents of the optical nodes are running on a server that points to the management interface (SNMP 

channel) of the optical devices. The datapath implementation acts like an agent for these devices which adds the 

OpenFlow capability to them. It is necessary to have multiple instances of the agent running to control multiple devices. 

has 3 optical nodes it is necessary to execute the agent 3 times (for each one of them) and use a 

different configuration each time. This is achieved by simply running the agent with a different configuration file that 

causes the agent to connect to a different device each time. The most interesting fields in that file are the host, which is 

IP of the device's management interface and openflow field, which is the IP of the OpenFlow controller the devices is 

<host>10.0.34.10:161</host> 

<community>private</community> 

0.0:1620</trap> 

<openflow>tcp:10.0.34.133</openflow> 
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The ROFL OpenFlow agents of the optical nodes are running on a server that points to the management interface (SNMP 

h implementation acts like an agent for these devices which adds the 

OpenFlow capability to them. It is necessary to have multiple instances of the agent running to control multiple devices. 

e the agent 3 times (for each one of them) and use a 

different configuration each time. This is achieved by simply running the agent with a different configuration file that 

fields in that file are the host, which is 

IP of the device's management interface and openflow field, which is the IP of the OpenFlow controller the devices is 
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The agents of optical switches are pointing to a special purpose controller called Flowvisor. This entity can act as a proxy 

between the device and multiple users’ controllers and slice the resources of it acting as a virtualization engine for the 

user. For the purposes of OFELIA project [OFELIA] the original version of Flowvisor was extended in a way that is able to 

slice both in packet and the optical domains [OFV]. As it was shown in the previous network map (Figure 2-15), the L2 

OpenFlow enabled are pointing directly to the Flowvisor. In the following snippet Flowvisor's fvctl tool is used to list the 

DPIDs of the OpenFlow resources visible to the Optical Flowvisor in UNIVBRIS Island. The test bed comprises of 4 

OpenFlow enabled L2 switches and also with DPIDs 05:00:00:00:00:00:00:0X as well as a GEPON device with DPID 

12:00:00:00:00:00:00:01 that appears as a packet switch and it is described in section 2.5 of this deliverable. 

cseerio $ ./fvctl --passwd-file=fvadmin.passlistDevices 

Device 0: 05:00:00:00:00:00:00:03 

Device 1: 05:00:00:00:00:00:00:04 

Device 2: 05:00:00:00:00:00:00:02 

Device 3: 05:00:00:00:00:00:00:01 

Device 4: 12:00:00:00:00:00:00:01 

cseerio $ 

The circuit switch devices visible to UNIVBRIS extended Optical FlowVisor are listed using a different argument with the 

fvctl tool. 

cseerio $ ./fvctl --passwd-file=fvadmin.passlistCDevices 

Device 0: 00:00:00:00:0b:21:00:0a 

Device 1: 00:00:00:00:0c:21:00:0a 

Device 2: 00:00:00:00:0a:21:00:0a 

cseerio $ 

Control configuration 

The resources of UNIVBRIS OFELIA Island become available through the OFELIA Control Framework software stack [OCF]. 

The Optical Flowvisor is connected to the Optical FOAM that manages the users and the slices over the test bed's 

OpenFlow resources. This aggregate manager (AM) is the equivalent of VTAM, which is responsible for controlling the 

computational resources (virtual machines) of the island. The initial configuration of island imposed that all software 

components, like Flowvisor and Aggregate managers, to be under the OFELIA VPN and have an IP in the assigned range 

(10.216.20.0/22). However, since we are exposing our resources not only to OFELIA islands but to a broader range of SFA 

compatible test beds in the context of Fed4FIRE project [F4F], both these aggregate managers are accessible using a 

public IP. 

Given the credentials, the aggregate managers can be added to a peering island using the following URLs: 

FOAM: https://137.222.204.27:3626/core/legacyexpedientapi/xmlrpc/  

VTAM: https://137.222.204.27:8445/xmlrpc/plugin/ 

The experimenter will need to have an Ofelia account and a working VPN, in order to login to the expedient web 

interface and create a slice to conduct his/her experiment. The expedient's URL for UNIVBRIS Island is 
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https://10.216.20.4/. The virtual machines created inside an OFELIA slice get an IP in the assigned range 10.216.20.0/22 

which makes them accessible to the user inside the OFELIA VPN. 

2.3.2 Functional testing 

In the section below it is described the initial setup in OFELIA Control Framework and the steps followed to run the 

experiment. 

1) OFELIA Resources involved in the testing 

The Layer0 ADVA optical nodes were tested in the context of UNIVBRIS Island. It was created a project for testing the 

ALIEN equipment and a slice containing all the three optical nodes provided by UNIVBRIS and also three of the L2 

OpenFlow-enabled switches. The screenshot below shows the network devices connected to each other and also the 

connections between the network and computational resources.  

 

Figure 2-18 Allocated slice for verifying UNIVBRIS ALIEN equipment 

The lines in bold show the allocated links between the optical nodes and the L2 packet switches. The ADVA switches are 

connected in a ring topology, while 2 virtual machines are attached which act as a source/sink to demonstrate the flow 

establishment. The purpose of this test is to show the basic functionality of setting up a flow between the 2 VMs.  

The extended hybrid OpenFlow controller (NOX) [OPEXP] can handle both packet and optical switches. It is responsible 

for the resource discovery and provisioning the path between the two end nodes. The developed OpenFlow agents are 

responsible for handling the OpenFlow messages sent by the controller and translating to commands interpretable by 

the device itself. In Figure 2-19 there can be seen the discovered optical switches, the physical connections between 

them and the switching constrains imposed for one of the ADVA ROADMs. So, for example, from port 1001 it is only 

possible to go to port 3, while from port 1003 can switch to ports 1, 2, 3 and 4.  
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Figure 2-19 Optical node switches and switching constraints 

2) Testing workflow and results 

Below the steps required to run the experiment are provided in detail. It is assumed that the user has already reserved a 

slice for running the experiment with the appropriate flowspace. The slice given to NOX controller can control packets 

with VLAN 400 and wavelength 193.9mm.  

• Step 0 (data plane application) 

o User login to the VMs hosted in servers provided by OFELIA 

o Setup ping between the VMs 

o VMs are not accessible from each other (ping unreachable) 

• Step 1(control plane – OpenFlow) 

o Start NOX controller with switch and lightpath applications running on top of it  

o NOX exchanges OpenFlow messages with the optical devices and the packet switches through Optical 

FlowVisor (proxy) 

o Initially sending HELLO messages and subsequently FEATURES_REQUEST to discover the capabilities of 

the network elements.  

o L2 switch application installs rules in the packet switches to allow path setup between the end nodes.  

o The rules are applied to the switches using FLOW_MOD messages  

o Lightpath application sets up a path across the ADVA ROADMs  

o Cross connections are created by sending CFLOW_MOD and OOE_POWER_EQUALIZATION messages to 

the deployed agents 

• Step 2 (data plane application) 

o VMs are able to ping each other since there is a valid path between them  

• Step 3 (control plane – OpenFlow) 

o Sending CFLOW_MESSAGES to the ADVA ROADMs to delete the cross-connections and tear-down the 

lightpath 

• Step 4 (data plane application) 

o Ping application cannot reach the target since there no established path now 
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In the experiment, the slice was started and the devices were pointed to the IP of the extended OpenFlow controller. The 

developed OpenFlow agents allowed the controller (NOX) to discover the optical nodes of the network while the packet 

ones were discovered by the hybrid OpenFlow controller [OPEXP] since they were OpenFlow compatible. Upon the start 

of the slice and the HELLO messages exchanged between the two entities, the controller sent a FEATURES_REQUEST 

message to the controlled devices. The devices replied by sending a FEATURES_REPLY message to the controller. The 

previous Figure 2-19 shows the GUI of an application running on top of the extended NOX controller called lightpath 

which presents the discovered optical nodes and the connections between them. Through the experimental messages 

developed [D3.3] the switching constraints of the optical node were also get, as shown in the right part of the figure. 

A simple application (ping) was used to test the datapath between the end nodes of the slice. In the beginning of the 

experiment there was no valid path between the two end nodes. In order to create a valid datapath between the nodes 

the OpenFlow controller needs to install the rules in the packet switches and perform the cross connections in the optical 

ones. Thus, in the beginning there was no datapath between the VMs and packets failed to reach their destination. 

Subsequently, it was observed that the two end nodes were accessible and could ping each other. It should be noted that 

the lightpath across the optical domain appeared as a simple pipe between the L2 packet switches. Finally the lightpath 

created was tear-down and communication between the endpoints was interrupted. 

2.3.3 Conclusions 

During validation of ADVA FSP3000 optical nodes the following functions were successfully tested: 

• OpenFlow 1.0 with circuit switch extensions (v0.3) 

• Resource and peering features discovery 

• Flow entry add 

• Flow entry tear down 

• Optical node switching constrains 

• Optical packet integration 

Lessons learned from integration in real scenarios: 

• The ECHO_REQUEST – ECHO_REPLY interval was longer in ROFL library which caused the controller to 

disconnect and discover the optical switch continuously. This value was changed to meet the NOX requirements. 

2.4 Integration of NetFPGA 

During Alien project PUT created a new OFELIA island. Basing on developed under previous projects direct fibre to PSNC, 

it was decided to connect to Ofelia datapath via this medium through PSNC Island. OFELIA Control Framework was 

realized via public part of Internet. The goal was to connect to other laboratories and be able to be a part of much bigger 

experiments than the ones that can be realized in standalone laboratory. OCF offers many advanced and practically 

tested and verified functionalities and mechanisms useful for researchers and scientists. Becoming a part of Ofelia 

extends up the possibilities of PUT. The aim of this achievement in Alien project was also to show, that the developed 

stack is able to be controlled by OCF. 
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2.4.1 Description of the integration 

Connection to OFELIA control structures has been realized by deploying VPN connections and running router, which 

connects IP network designated for PUT Island (with address spaces 10.216.66.0/24) with OCF maintained by OFELIA. 

Data-plane has been realized by VLAN 602, which connects PUT laboratory with PSNC Island and further OFELIA 

structures. By those two actions an independent and complete Island with ID 18 has been created at PUT facilities. 

Detailed topology (including IP addresses of particular functional modules) is shown in Figure 2-20. 

 

Figure 2-20 Control plane configuration 

1) PUT Island 

The primary integration and validation of NetFPGA developments have been performed using the following resources: 

• 3 hosts with NetFPGA cards exposed as OF switches 

• 1 VM with OpenFlow controller 

• 1 VM with Spirent Test Center 

• Spirent SPT-2000 (chassis with controller acts as packet generator) 
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• 2 virtual and 2 real hosts 

Configuration of the equipment 

In the test it was used Spirent network testing environment which consists of hardware platform (SPT-2000) and 

software application (Spirent TestCenter). Tested network was composed of three hosts, each of them contained one 

NetFPGA card - these sets (containing HAL) act as three OF switches. These switches were controlled by NOX OpenFlow 

controller via HAL. Spirent TestCenter allows generating flows of packets directed to particular destination. On the other 

hand, this application can analyze received traffic in terms of routing correctness and packets latency. It is a very useful 

tool to validate HAL implementation. In presented configuration one interface of SPT-2000 acts as full configured packet 

generator. Packets from this interface are transferred through (one, two or three - depending on destination address and 

flows are determined by NOX controller) NetFPGA switches and data paths to remaining three interfaces of SPT-2000. 

 

Figure 2-21 Data Plane configuration 

Control configuration 

The validation tests of HAL implementation in NetFPGA cards were realized in the network environment presented in 

Figure 2-21. This network realizes transport functions for control plane and is integrated with global OFELIA control 

network. The configuration of particular network nodes in control network complies the OFELIA recommendations. All IP 

addresses are from the pool of addresses provided by OFELIA administration assigned to the PUT OFELIA Island. 

QUAGGA daemon configuration file: 
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! -*- ospf -*- 

! 

hostname ospfdPUT 

! 

interface tap1 

ip ospf authentication message-digest 

ip ospf message-digest-key 1 md5 xxxxxx 

ip ospf cost 5 

interface tap2 

ip ospf authentication message-digest 

ip ospf message-digest-key 1 md5 xxxxxx  

ip ospf cost 15 

! 

router ospf 

router-id 10.216.0.18 

log-adjacency-changes detail 

network 10.216.0.0/23 area 0 

network 10.216.2.0/23 area 0 

network 10.216.66.0/24 area 18 

passive-interface eth0 

passive-interface eth1 

area 0 range 10.216.0.0/22 

area 18 range 10.216.66.0/24 

area 0 authentication message-digest 

area 18 authentication message-digest 

! 

! 

!log stdout 

2) NetFPGA integration in OFELIA 

Due to earlier references from OFELIA the PUT Island was set up from dedicated elements. They are available at the links 

and addresses listed below: 

dns.put.fp7-ofelia.eu  10.216.66.3  DNS 

gw.put.fp7-ofelia.eu  10.216.66.129 default gw to Ofelia 

ocf.put.fp7-ofelia.eu  10.216.66.12 Local OCF2  

As the devices connected to OFELIA and the physical background of the island, it was decided to expose several devices 

and allow other OFELIA users to use them via IP connections. All of used nodes have DNS and IP configuration, access to 

them is granted by user/password combination or LDAP functionality. On each host with hardware platform there is 

running xDPd which is connected to OCF. Names of hosts, which describe installed and controlled devices and their IP 

addresses are listed below: 

ez1.put.fp7-ofelia.eu  10.216.66.131 xDPd for EzChip 1 
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ez2.put.fp7-ofelia.eu  10.216.66.132 xDPd for EzChip 2 

netfpga1.put.fp7-ofelia.eu  10.216.66.133 xDPd for NetFPGA1 

netfpga2.put.fp7-ofelia.eu  10.216.66.201 xDPd for NetFPGA2 

netfpga3.put.fp7-ofelia.eu  10.216.66.202 xDPd for NetFPGA3 

netfpga4. put.fp7-ofelia.eu  10.216.66.203 xDPd for NetFPGA4 

netfpga5.put.fp7-ofelia.eu  10.216.66.204 xDPd for NetFPGA5 

In some cases one host can have more than one IP address while such a host serves more than one hardware platform - 

in PUT laboratory netfpga2 and netfpga3 are placed in the same PC. All the equipments are visible in OFELIA Expedient as 

independent switches. It was decided to hide in DPID (DataPathID) some information, which makes it easier to maintain 

logical structure of investigated slice of network. Each DPID contains 16 signs and starts with value 0x12, which denotes 

in hex 18 - number assigned as  ID of PUT Island. The next 12 digits are reserved for IP address of host which handle xDPd 

for this hardware platform. (IP address has to be presented in form 000.000.000.000 with leading zeros in each of its 

octet). Last two digits are used to distinguish hardware platforms hosted in the same machine - in most cases it would be 

value 01, but in some cases (for example for machine with two NetFPGA cards) it could be 02 (or even more). Example of 

a DPID created with these rules looks like this: 12:01:02:16:06:61:34:02. Configuration file for xDPd maintaining one of 

two NetFPGA cards placed in host with IP 010.216.066.201 is presented below: 

#Node C 

config:{ 

 openflow:{ 

  logical-switches:{ 

   #Name of the switch dp0 

   dp0:{ 

    #Most complex configuration 

    dpid = "0x1201021606620102"; #hexadecimal 

    version = 1.0; 

    description="Switch C"; 

 

    #Controller connection(s) 

    controller-connections:{ 

     main:{ 

     remote-hostname="10.216.66.12"; 

     remote-port = 6633; 

     }; 

    }; 

 

    #Tables and MA 

    num-of-tables=1; 

 

#Physical ports attached to this logical switch. This is mandatory 

#The order and position in the array dictates the number of 

# 1 -> veth0, 2 -> veth2, 3 -> veth4, 4 -> veth6 

ports = ("nf2c4", "nf2c5", "nf2c6", "nf2c7"); 

}; }; }; }; 
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As it is easy to see, the DPID in this file contains island ID, IP address and number of card (in this case - 02). It is also 

visible that ports assigned to this switch are named starting not from 0, but from 4.  

2.4.2 Functional testing 

The functional testing performed with the usage of OF switches, based on NetFPGA cards with HAL, demonstrates how 

these switches can be used as transport network for packets generated and received by Spirent testing environment. A 

very important feature of SPT-2000 is the fully configured hardware packet generator and receiver. It is possible to 

generate exact number of packets (or generate packets with configured speed) with a given value of fields. Moreover, 

Spirent device can be aware of which interface generated packet should appear and which fields of a packet must be 

modified by network devices. 

1) OFELIA Resources involved in the testing 

Many tests were run, starting from basic test for connectivity, throughput and time for realizing particular procedures. 

Most of them will be extended on other platforms as experiment under task T5.3 and described in next deliverable.  

Basic test consisted on setting up a network with three switches (connections between them are marked with green in 

Figure 2-22) and connecting to them two nodes (with blue connections). Virtual machines were tested, which were 

provided by OCF and physical hosts located in PUT lab. In both cases, source and sink of test traffic were connected to 

the test network with proper VLAN configuration or physical connections respectively. To test the integration with OCF 

this portal was used to validate the proper availability of nodes in L2 segment created by three OF switches  (by clearing 

and checking ARP tables in both hosts), their connectivity in IP domain (with ping) and throughput of connections with 

scp (secure copy via SSH connection). 

 

Figure 2-22 Logical topology of nodes (physical and virtual) used during availability tests seen by Ofelia Expedient 

2) Testing workflow and results 

Basic functional test of the PUT implementation consisted on the validation of the proper serving of ARP and ICMP 

requests and replies in both cases. It was performed in the topology presented in Figure 2-23. There was an OpenFlow 

switch, a host with OpenFlow controller (actually it was the same PC, those two modules were available at the same IP 

address) and two host (ICMP source and destination). It was also measured the time in different cases, where different 

cases had different state in control structures (as ARP table in hosts and flowtable in switch). 
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Figure 2-23 Topology for functional test 

Important steps of test: 

• Step 1: Prepare physical (connections) and logical (MAC/IP configuration) topology (as it shown in Figure 2-23). 

As hardware platform NetFPGA card was used, but it worked as a switch, so its MAC addresses were not important, 

because all interfaces worked transparently in L2, MAC addresses of ICMP source and destination had to be different 

(this was very important, because L2 switches distinguish destinations of frames by their MAC addresses, they assume 

unique MACs and do not work properly with the same MACS in different hosts). Also setting up controller was realized in 

this step. 

• Step 2: Perform simple PING test with default behaviour of OpenFlow switch. 

In this case the typical behaviour was observed: first one or several packets of burst reported much bigger delay than 

next ones. The cause of these mechanisms comes from common treatment of time of real trip and time which is 

necessary to fill all control information (as ARP tables - MAC-IP assignment in both source and destination of ICMP 

packets, and also flowmods installation). In the log presented at Figure 2-24, there is a visible difference between the 

first and the rest of the packets. The difference between the first and the next packets depends on the speed of host PCs, 

PC which operates controller and several network mechanisms, it can be different in different laboratory. Results of time 

measurement in different cases are presented at the end of this section. 

 

Figure 2-24 Typical result of PINGing remote host - there is visible significant difference in time for first packet and 

the rest of them 
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In this step time when there were no ARP in hosts and no Flows in switch (first packet) was measured, as well as the case 

with full information - second and further packets. Results of time measurement in all different cases are presented at 

the end of this section. 

• Step 3: Perform simple PING test with no ARP information but with full flow tables. 

It is possible to artificially generate a situation where hosts have no information about destination MAC addresses, but 

flows in the switch are installed (for example from previous experiments). After this step ARP table in host contained all 

necessary information to send ICMP packets. 

 

Figure 2-25 Content of local ARP table in host after step 3 

• Step 4: Perform simple PING test with ARP info, but no flows in switch. 

It is possible to generate situation where hosts know proper destination MACs (no arp process is required in such a case), 

but in the switch there is no flows and they have to be installed. This step is complementary with step 3. 

Results of test for the four different cases are presented in Table 2-1. 

ARP  FlowMod av. time (us) 

no no 310 

no yes 300 

yes no 298 

yes yes 216 

Table 2-1 Times of pinging in four different states of control tables 

2.4.3 Conclusions 

During the validation of NetFPGA ALIEN platform the following OpenFlow actions and HAL functions were tested and 

demonstrated successfully: 

• Flow entry add 

• Flow entry remove 

• Packet-in 

• Packet-out 

• Flow entry searching 

During the tests it was found that it is very important to plan tests and experiments from early stage to last one, where 

the last one consists on analysing of the results and measurements.  Several times there had to repeat some experiments 

to gather all necessary measurements and statistics. It is good to have prepared scripts or even dedicated software which 

manages tests (sends out and receives control packets), with such a tool it is easier to perform the same tests in different 

topologies. Also professional tools (e.g. Spirent Test Center) are very useful, because they offer advanced and convenient 
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functionality (for example - saving test configuratio

very careful with the configuration of IP addresses; in one of the tests, a simple mistake was made (with IP prefix length), 

but this mistake was very hard to found 

it was necessary to modify settings of one virtual machine from OCF (the amount of RAM was not sufficient) to obtain 

proper performance. In some cases problems were found which were solved only by re

(it can suggest some hidden bug, which was not caught with precision and it is considered to require closer look at).

2.5 Integration of GEPON

2.5.1 Description of the integration

The GEPON deployment has added one switch with four ports and three VMs to the Bristol OFELIA Island. The switch 

represents a virtualization of a distributed switching system consisting of the OLT and three ONU.

Instead of being an island of its own the test equipment at UCL has been added to the Bristol Island.

Figure 2-26 Usual layout of the GEPON without an OpenFlow deployment
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saving test configuration to file). Technical details are also very important. Users have to be 

very careful with the configuration of IP addresses; in one of the tests, a simple mistake was made (with IP prefix length), 

this mistake was very hard to found as its results were strange and caused improper network behaviour. In one case 

it was necessary to modify settings of one virtual machine from OCF (the amount of RAM was not sufficient) to obtain 

proper performance. In some cases problems were found which were solved only by restarting investigated mechanism 

(it can suggest some hidden bug, which was not caught with precision and it is considered to require closer look at).

Integration of GEPON 

Description of the integration 

The GEPON deployment has added one switch with four ports and three VMs to the Bristol OFELIA Island. The switch 

sents a virtualization of a distributed switching system consisting of the OLT and three ONU.

Instead of being an island of its own the test equipment at UCL has been added to the Bristol Island.

Usual layout of the GEPON without an OpenFlow deployment
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n to file). Technical details are also very important. Users have to be 

very careful with the configuration of IP addresses; in one of the tests, a simple mistake was made (with IP prefix length), 

range and caused improper network behaviour. In one case 

it was necessary to modify settings of one virtual machine from OCF (the amount of RAM was not sufficient) to obtain 

starting investigated mechanism 

(it can suggest some hidden bug, which was not caught with precision and it is considered to require closer look at).  

The GEPON deployment has added one switch with four ports and three VMs to the Bristol OFELIA Island. The switch 

sents a virtualization of a distributed switching system consisting of the OLT and three ONU. 

Instead of being an island of its own the test equipment at UCL has been added to the Bristol Island. 

 

Usual layout of the GEPON without an OpenFlow deployment 
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Configuration of the equipment 

Figure 2-27 Schema of the configuration of 

The GEPON installation has been aided by two custom PCs constructed for the project as shown in 

the left (referred to as the front-end as it faces the network) is an OpenFlow switch, this can be a software switch or a 

hardware switch working using the NetFPGA card installed in this machine. In the tests a software switch 

PC sits in front of the OLT. It runs an OpenFlow switch and the xCPd software previously described in [D3.3]; the xCPd is a 

control path element, only similar to the xDPd (data path element) in the rofl underling it. The job of this software is to 

make the combination of OLT, OpenFlow Switch and 3xONU appear instead as a single four port switch. The control 

plane connection to Bristol is achieved using a VPN and thi

within the Bristol OFELIA Island. As far as the FlowVisor is concerned, xCPd is an OpenFlow switch.  The original intent 

was that the data plane connection was carried over a GRE tunnel, however, lo

and a second VPN carries the data plane to the Bristol OFELIA 

The second PC sits behind the three active ONU. It has a four port NIC which connects to three ONU. The fourth port was 

used only in the local OFtest setting in WP3. Another VPN connection to the Bristol OFELIA 

messages for VMs to be sent. 

Control configuration 

There are several configuration aspects that should be mentioned.

The control plane for OpenFlow is carried over a V

Bristol is carried over a GRE tunnel as 

Framework in Bristol is carried over a second VPN residing 

As described in [D3.3] xCPd presents the ports of the OLT and n ONUs as if they were the ports of a large n+1 port switch. 

xCPd uses a common configuration file with xDPd in order to simplify configur

#Configuration for UCL GEPON hardware testbed
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Schema of the configuration of test bed for UCL testing in OFELIA

by two custom PCs constructed for the project as shown in 

end as it faces the network) is an OpenFlow switch, this can be a software switch or a 
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config:{ 

 

 openflow:{ 

  logical-switches:{ 

   #Name of the switch dp0 

   dp0:{ 

    dpid = "0x12:00:00:00:00:00:00:01"; #Must be hexadecimal 

    version = 1.0; 

    description="UCL GEPON virtualised switch"; 

 

    #Controller 

    mode="active";  

master-controller-ip="127.0.0.1";  # connection to xcpd 

master-controller-port=16633; 

    reconnect-time=1; #seconds 

 

    #Tables and MA 

    num-of-tables=1; 

 

    #These are the real ports on the proxy machine. 

    ports = ("tap0", "eth4"); 

 

   }; 

  }; 

 }; 

xcpd:{               

 higher-controller-ip="10.216.20.3";  # Bristol  

higher-controller-port=6633; 

upward-mode="active"; 

virtual-ports:{ 

            dp0: { 

port1:{ 

physical= "tap0"; 

mac= "00:00:00:00:10:01"; 

                }; 

port2:{ 

physical= "eth4"; 

vlan=10; 

mac= "00:00:00:00:10:02"; 

                }; 

port3:{ 

physical= "eth4"; 

vlan=11; 

mac= "00:00:00:00:10:03"; 

                }; 

port4:{ 
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physical= "eth4"; 

vlan=12; 

mac= "00:00:00:00:10:04"; 

                }; 

            }; 

        }; 

    };  

 }; 

2.5.2 Functional testing 

The functional testing of the GEPON device over OFELIA used a simple firewall application based upon the python based 

pox controller. The first task was to ensure that the connection to the Bristol OFELIA Control Framework was up and 

running. This was divided in three parts. 

One part was ensuring that an OpenFlow connection was possible between xCPd and the FlowVisor at Bristol; it was 

achieved with a VPN between Bristol and UCL. Another part was ensuring that a data connection could be made between 

the front-end PC and the OFELIA island at Bristol, which was intended to be achieved with a GRE tunnel but is currently a 

VPN. Finally, it should be ensured that VMs could be started on the UCL OFELIA Control Framework running on the 

rightmost PC in the diagram; that one was achieved with a third VPN and installation of the OCF OXA software that 

controls the start up and shut down of VMs. For technical reasons (due to software incompatibilities) the OXA agent was, 

itself, installed within a VM. 

1) OFELIA Resources involved in the testing 

 

Figure 2-28 OFELIA resources involved in the UCL GEPON testing 

GEPON switch 

00:00:00:00:00:00:00:12 

 

VM server 
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OF switch 
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OF switch 

05:00:00:00:00:00:00:04 

VM server 

cseedelphi 

 

VM server 

cseedurham 
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The figure above shows the section of the OFELIA island at Bristol where the UCL GEPON attaches to the Bristol Island.  

For the tests reported here, two other switches were used and four VMs, one at UCL and three at Bristol. The GEPON 

switch had a VM server sitting behind it that could create VMs that link to any of the ONU facing ports of the GEPON. 

 

Figure 2-29 OFELIA resources booking page –UCL’s GEPON slice 

The above Figure 2-29 shows the OFELIA resources booked. Because, as mentioned in deliverable [D3.3] the GEPON 

cannot easily deal with VLANs the slice is a slice of IP space – in specific, the network 10.43.21.0/24.  The OF controller is 

on 10.215.22.61 port 6633 as will be seen in the next Figure 2-30, this is the VM server in the Bristol test bed known as 

cseedelphi. 

 

Figure 2-30 UCL’s VM visibility in the OFELIA-UNIVBRIS Control Framework 

This figure shows the created VMs as seen by the OFELIA Control Framework. One VM is created at UCL and three at 

Bristol. Once logged in these machines can also be assigned internal IP addresses with which they can refer to each 

other. 
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VM name VM host eth1 IP MGMT IP 

tdur1 (Bristol cseedurham server) 10.43.21.1 10.216.22.72 

testit (Bristol cseedurham server) 10.43.21.4 10.216.22.75 

tdel2 (Bristol cseedelphi server) 10.43.21.2 10.216.22.61 

ucltest (UCL uclalien server) 10.43.21.3 10.216.22.86 

Table 2-2 VMs and internal IP addresses in the UCL GEPON testing 

So, for example, viewed from ucltest the interface used for experiments was: 

richardclegg@ucltest:~/code$ sudo ifconfig eth1  

eth1 Link encap:Ethernet HWaddr 02:06:00:00:00:4f  

inet addr:10.43.21.3 Bcast:10.43.21.255 Mask:255.255.255.0  

inet6 addr: fe80::6:ff:fe00:4f/64 Scope:Link  

UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1  

RX packets:6292 errors:0 dropped:0 overruns:0 frame:0  

TX packets:7293 errors:0 dropped:0 overruns:0 carrier:0  

collisions:0 txqueuelen:1000  

RX bytes:685077 (669.0 KiB) TX bytes:578232 (564.6 KiB)  

2) Testing workflows and results 

The test OpenFlow application was a very simple routing application based on the pox l3_learning forwarding component 

that also designated one or more switches as firewalls that could reject traffic based upon match rules and placed 

FlowMods to drop that traffic. 

The test environment was set up as follows: 

• Step 0:  

o Set the GEPON to forward VLANs appropriately (VLAN 10 to ONU1, VLAN 11 to ONU2, VLAN 12 to ONU 

3). 

• Step 1: 

o Ensure that all three VPNs are connected to Bristol. 

• Step 2: 

o Ensure xCPd is running on the front-facing host and is connected to the underlying OF switch (in this 

case this involves starting an underlying software switch). 

• Step 3: 

o Start all four VMs using the OFELIA expedient interface. 

• Step 4: 

o Ensure the VMs have the correct IP addresses and each are in the same subnet. 

• Step 5: 

o Start the OFC firewall application. 
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The OFC firewall application that was written for this deliverable has a simple rules based system. In the tests described 

here the only traffic blocked is that destined for port 80 and going either to or from 10.43.21.4.  All other traffic should 

be allowed. 

The first test was a ping test to establish connectivity between the UCL VM and the Bristol Island. 

10.43.21.3 (UCL) did a ping 10.43.21.4 (Bristol) and vice versa. 

richardclegg@ucltest:~/code$ ping 10.43.21.4  

PING 10.43.21.4 (10.43.21.4) 56(84) bytes of data.  

64 bytes from 10.43.21.4: icmp_req=1 ttl=64 time=175 ms  

64 bytes from 10.43.21.4: icmp_req=2 ttl=64 time=9.90 ms  

64 bytes from 10.43.21.4: icmp_req=3 ttl=64 time=9.05 ms  

64 bytes from 10.43.21.4: icmp_req=4 ttl=64 time=8.79 ms  

64 bytes from 10.43.21.4: icmp_req=5 ttl=64 time=8.51 ms  

 

richardclegg@testit:~$ ping 10.43.21.3  

PING 10.43.21.3 (10.43.21.3) 56(84) bytes of data.  

64 bytes from 10.43.21.3: icmp_req=1 ttl=64 time=351 ms  

64 bytes from 10.43.21.3: icmp_req=2 ttl=64 time=10.0 ms  

64 bytes from 10.43.21.3: icmp_req=3 ttl=64 time=6.89 ms 

The initial long connection time (175 ms and 351 ms respectively) was because the ping first requires set up via ARP, so 

an initial ARP request was sent to the OFC, triggered and ARP flood and ARP response before rules were put in place to 

allow the ping response (this is standard for the l3 learning switch module). 

TCP dump from the UCL test bed ingress VPN shows the packets arriving: 

10.43.21.3 > 10.43.21.4: ICMP echo request, id 1683, seq 11, length 64  

22:43:25.915484 02:06:00:00:00:4f > 02:06:00:00:00:15, ethertype IPv4 (0x0800), 

length 98: (tos 0x0, ttl 64, id 0, offset 0, flags [DF], proto ICMP (1), 

length 84)  

10.43.21.3 > 10.43.21.4: ICMP echo request, id 1683, seq 12, length 64  

22:43:26.539587 00:00:00:00:00:00 > 01:23:20:00:00:01, ethertype LLDP (0x88cc), 

length 166: LLDP, length 152  

Chassis ID TLV (1), length 7  

Subtype MAC address (4): 00:00:00:00:00:00  

Port ID TLV (2), length 3  

Subtype Port component (2):  

Time to Live TLV (3), length 2: TTL 112s  

System Description TLV (6), length 8  

Unknown TLV (101), length 254  

[|LLDP]  
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22:43:26.916673 02:06:00:00:00:4f > 02:06:00:00:00:15, ethertype IPv4 (0x0800), 

length 98: (tos 0x0, ttl 64, id 0, offset 0, flags [DF], proto ICMP (1), 

length 84)  

10.43.21.3 > 10.43.21.4: ICMP echo request, id 1683, seq 13, length 64  

22:43:27.917622 02:06:00:00:00:4f > 02:06:00:00:00:15, ethertype IPv4 (0x0800), 

length 98: (tos 0x0, ttl 64, id 0, offset 0, flags [DF], proto ICMP (1), 

length 84)  

Note the additional LLDP packets – these are ignored by the routing module. 

The OFC can be made to verbosely report its status: 

INFO:forwarding.firewall:360287970189639684 8 ARP request 10.43.21.4 => 

10.43.21.3  

INFO:forwarding.firewall:360287970189639684 8 flooding ARP request 10.43.21.4 

=> 10.43.21.3  

INFO:forwarding.firewall:360287970189639681 22 ARP request 10.43.21.4 => 

10.43.21.3  

INFO:forwarding.firewall:360287970189639681 22 learned 10.43.21.4  

INFO:forwarding.firewall:360287970189639681 22 flooding ARP request 10.43.21.4 

=> 10.43.21.3  

INFO:forwarding.firewall:18 1 ARP request 10.43.21.4 => 10.43.21.3  

INFO:forwarding.firewall:18 1 learned 10.43.21.4  

INFO:forwarding.firewall:18 1 flooding ARP request 10.43.21.4 => 10.43.21.3  

INFO:forwarding.firewall:18 2 ARP reply 10.43.21.3 => 10.43.21.4  

INFO:forwarding.firewall:18 2 learned 10.43.21.3  

The long numbers 360287970189639684 and 360287970189639681 represent the switches at Bristol with dpids 

05:00:00:00:00:00:00:04and 05:00:00:00:00:00:00:01 respectively. The second number is the port of that switch. 18 is 

the dpid of the UCL GEPON. Having established that the VMs can ping each other then the next stage was to test the 

firewall’s effectiveness. If correctly configured then traffic to and from port 80 should be accepted unless it was 

originated from or was going to 10.43.21.4.  

The test of traffic to port 80 from 10.43.21.1 (Bristol) to 10.43.21.3 (UCL) was to use the nc command on 10.43.21.1 to 

send traffic on port 80 while, at the other end the nc command was used in listen mode to listen to port 80. 

At the server 10.43.21.1 (Bristol) the nc command sent. The order of the test is as follows: 

• Step 0: 

o Test ping from 10.43.21.1 to 10.43.21.3 to establish connectivity. 

• Step 1: 

o On 10.43.21.3 use nc to listen on port 80. 

• Step 2: 
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o On 10.43.21.1 use nc to connect to port 80 on 10.43.21.3 and type a message which should be 

received. 

richardclegg@tdur1:~$ ping 10.43.21.3  

PING 10.43.21.3 (10.43.21.3) 56(84) bytes of data.  

64 bytes from 10.43.21.3: icmp_req=1 ttl=64 time=339 ms  

64 bytes from 10.43.21.3: icmp_req=2 ttl=64 time=9.64 ms  

^C  

--- 10.43.21.3 ping statistics ---  

2 packets transmitted, 2 received, 0% packet loss, time 999ms  

rtt min/avg/max/mdev = 9.644/174.323/339.002/164.679 ms  

richardclegg@tdur1:~$ nc 10.43.21.3 80  

hello 

there 

from 10.43.21.1  

The test as seen from 10.43.21.3 is shown below: 

richardclegg@ucltest:~/code$ sudo nc -l -p 80  

hello 

there 

from 10.43.21.1  

As can be seen, the message was successfully sent on port 80.  The next test was to ensure that the same message fails if 

sent to or from 10.43.21.4. 

richardclegg@testit:~$ ping 10.43.21.3  

PING 10.43.21.3 (10.43.21.3) 56(84) bytes of data.  

64 bytes from 10.43.21.3: icmp_req=1 ttl=64 time=339 ms  

64 bytes from 10.43.21.3: icmp_req=2 ttl=64 time=9.64 ms  

^C  

--- 10.43.21.3 ping statistics ---  

2 packets transmitted, 2 received, 0% packet loss, time 999ms  

rtt min/avg/max/mdev = 9.644/174.323/339.002/164.679 ms  

richardclegg@testit:~$ nc 10.43.21.3 80  

hello 

there 

from 10.43.21.4 

When viewed from 10.43.21.3 then no traffic was seen by nc. The POX firewall controller also reported that a drop rule 

had been installed. 

richardclegg@ucltest:~/code$ sudo nc -l -p 80  



CCN and ALIEN developments integration over OFELIA  

 

Project: ALIEN (Grant Agr. No. 317880) 

Deliverable Number: D5.2 

Date of Issue: 22/09/14 

 

61 

This shows convincingly that the switch can provide connectivity as part of the test bed and can match against rules and 

act upon those matches to forbid or allow traffic. 

2.5.3 Conclusions 

The tests in this chapter have shown that the GEPON system can be presented to the OFELIA framework as if it were a 

single OpenFlow switch with one port for each ONU and one for the OLT. As it currently stands the framework has a lot 

of software path components that have performance implications, a software OpenFlow switch outside the OLT and a 

VPN providing connectivity to the network. The tests used here have demonstrated that the framework can handle the 

following functionalities: 

• PacketIn 

• PacketOut (used for ARP replies) 

• Matching on ports and IP addresses 

• Insertion of FlowMod rules to provide routing.  

2.6 Integration of Cavium 

The xDPd/ROFL Cavium first implementation integrated the ALIEN HAL design to the Split Data Plane Dell research 

platform. But as the SDP has a single 10G internal interface, this limited the possible testing scenario and it was decided 

to integrate a simple scenario on a single flow. In this integration phase for simplicity reasons it was decided to connect 

the Split Data Plane with the ALIEN HAL / xDPd to OFELIA without creating a new island with its full control framework, 

and to use the EHU Island instead. 

2.6.1 Description of the integration 

The minimum requirement to interact with OFELIA EHU Island was to use a Layer2 OpenVPN TAP directly with EHU and 

the Force test bed to create the data plane pipe and an OFELIA OpenVPN to iMinds as an OFELIA experimenter for the 

Control plane pipe.  

The test bed equipment is listed below: 

• Dell Server PowerEdge C6100 Server: running OF controllers and admin tools 

• PowerConnect 7024 + SDP module  

• IXIA 400T 1 Port 1Gbps: generated traffic to EHU  

• NEC OpenFlow Switch on EHU side 

• 1 Virtual Machine on EHU side 
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Figure 2-31 SDP Test bed OFELIA interconnection EHU Island diagram 

The Figure 2-31 above gives a description of the topology used to interconnect the SDP test bed setup and the EHU 

Island. The IXIA is replacing a host on the SDP side and allows emulating any type of traffic. 

The IXIA is sending Ethernet / IP / UDP packets to the EHU VM Host through the data plane pipe. 

• MAC: SRC 01:01:01:01:01:01 / DST 02:02:02:02:02:02 

• IP : SRC 192.168.0.1 / DST 192.168.0.2 

• UDP  

The PowerConnect is not controlled through OpenFlow and behaves as a normal learning switch, which needed to 

configure MAC Access-List redirection to force the frames to reach the Octeon Split Data Plane module via the internal 

XAUI interface. 

Here is the configuration of the MAC ACL redirect: 

mac access-list extended ToOcteon 

permit any any redirect Te1/1/2 

exit 

mac access-list extended To1 

permit 0101.0101.0101 FFFF.FFFF.FFFF 0210.0000.0009 FFFF.FFFF.FFFF redirect 

Gi1/0/2 
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About the Split Data Plane configuration The Octeon CN5260 has four MIPS cores and it was configured to have Linux 

running xDPd with the configuration below on 1 core and the 3 remaining cores running as SA mode ODPD. 

xDPd config file: 

config:{ 

 

openflow:{ 

logical-switches:{ 

                        #Name of the switch dp0 

dp0:{ 

                                #Most complex configuration 

dpid = "0x100"; #Must be hexadecimal 

version = 1.3; 

description="This is a switch"; 

 

                                #Controller connection(s) 

controller-connections:{ 

main:{ 

remote-hostname="192.168.1.67"; 

remote-port = 6653; 

                                        }; 

                                }; 

 

                                #Reconnect behaviour 

reconnect-time=1; #seconds 

 

                                #Packet-in rate limiting 

pirl-enabled=TRUE; 

pirl-rate=400; #MAX PKT_IN events/s 

 

                                #Tables and MA 

num-of-tables=1; 

 

#Physical ports attached to this logical switch. This is mandatory 

ports = ("xaui0"); 

                        }; 

                }; 

        }; 

}; 

The EHU NEC switch needs to be configured with the dynamically allocated IP address from the OFELIA OpenVPN.  



CCN and ALIEN developments integration over OFELIA  

 

Project: ALIEN (Grant Agr. No. 317880) 

Deliverable Number: D5.2 

Date of Issue: 22/09/14 

 

64 

Control configuration 

RYU controller was configured to run OFCTL_REST inside the Force test bed and the simple curl command line was used 

to configure new rules on the SDP / xDPd.  

RYU also configured the EHU / NEC switch with a simple rule to allow the manipulated SDP’s traffic to reach the EHU 

Virtual Machine.  

The EHU NEC Switch was configured with the OFELIA IP dynamically allocated when connecting the OFELIA OpenVPN. It 

is not the perfect setup for a permanent testing environment; further improvements are possible and could be 

considered in the future.  

Here is a sample of the CURL REST command line used: 

curl -d '{"dpid": "256","priority":"24001","duration_sec": 0,"match": 

{"in_port":"1"},"actions":[{"type":"SET_FIELD","field":"eth_dst","value":"00

:04:00:00:00:01"},{"type":"OUTPUT","port":"4294967288"}]}' 

http://127.0.0.1:8080/stats/flowentry/add 

2.6.2 Functional testing 

For the functional testing the major openflow controllers were tried: Ryu, OpenDaylight and POX and OFTest with OF 

version 1.3. 

1) OFELIA Resources involved in the testing 

As the OFELIA resources involved in this Cavium testing are the same as the ones explained in the previous section 2.1.1, 

the reader is referred to it. 

2) Testing workflow and results 

The workflow was minimized to a single step for testing integration, which consisted in the IXIA equipment generating a 

flow to MAC destination (02:02:02:02:02) and the SDP changing it to another one (02:10:00:00:00:09). 

The screenshots below were taken using layer 2 access-list redirect to check the modified packets. Those screenshots 

present the IXIA generating and capturing input and output of the Split data plane, sent to the EHU virtual machine 

through the openvpn and the EHU NEC openflow switch. 
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Figure 2-32 IXIA screenshot stream generated properties (1Gbps line-rate traffic) 
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Figure 2-33 IXIA screenshot packet header configuration window 
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Figure 2-34 IXIA screenshot packet captured without MAC rewrite rule active 
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Figure 2-35 IXIA screenshot packet captured with MAC rewrite rule active 

In addition of interconnecting to EHU Island, simple testing was conducted using 1Gbps IXIA port sending line rate traffic 

for rewriting through the SDP/Octeon. The Split Data Plane module was able to maintain this throughput for hours.  

On the xDPd configuration file above the packet rate input was fixed to 150 kpps. The IXIA was injecting 1Gbps line rate 

traffic of 64Byte UDP packets at 1.488.096 pps. The xDPd with a single rewriting MAC destination address openflow rule 

was able to keep up with a packet rate of 1.406.00 pps which is a bit less than the line rate throughput.   

A bash script was used to generate REST FlowMod adding, matching random source mac address rules. It could be 

observed the packet rate decreasing rapidly with the number of rules. With 10 active rules matching random mac 

addresses the rate went to 741.000pps, which is half of the maximum throughput. The actual matching algorithm used in 

xDPd was doing a one by one match check and this was the expected performance with this type of algorithm. 

See below a log scale graph. 
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2.6.3 Conclusions 

The actions tested in this experimentation are listed below:

• OpenFLow controller test with the SDP / xDPd:

o Opendaylight Hydrogen version with OpenFlow 1.0 and 1.3 

o Ryu version 3.9 with OpenFlow 1.0 and 1.3

o POX version 0.2.0 with OpenFlow 1.0

• Flow entry match to : 

o IP protocol (recognize TCP, UPD and ICMP)

o Source TCP port 

o Destination TCP port 

o Source UDP 

o Destination UDP port 

• Supported actions: 

o Forward back port_in 

o Destination or Source MAC address rewrite 

o Dropping 

• Flow entry add 

• Flow entry remove 

• Packet-in 

• Packet-out 
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It was not possible to test VLAN tagging due to the limitation of the Split Data Plane architecture as all the packets 

needed to be redirected by the Host Switch BCM chipset who was dropping or striping out the VLAN tags. 

The ALIEN HAL xDPd implementation testing helped to remove bugs and get a stable version of the Cavium development 

at least for simple rules packets manipulation with OF 1.0 to 1.3. As an example, the list bellow presents the main bugs 

fixed: 

• It was detected that the SDP / xDPd was not recognized by OpenDaylight, due to a badly formed description 

field. 

• Also, it was noticed that full line rate traffic hardware generated by the IXIA was crashing xDPd.  

• The first linux kernel was compiled with unnecessary features and in some condition was crashing. A new kernel 

lighter and stable has been compiled. 

• Finally, it was observed that the openflow get stats dumping the content of a flow table larger than 500 active 

rules, took too much time and reached the controller to timeout. 
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3 CONET experiment 

3.1 Description of experiment 

The main goal of the CONET experiment is to test and demonstrate the ALIEN HAL concept by testing and validating the 

developments done in other work packages concerning the hardware agnostic and hardware specific parts of the HAL for 

non-OpenFlow capable devices.  

The experiment combines CCN with OpenFlow using the existing work from Content NETwork (CONET) project [CONET] 

as described in [D5.1]. To run the CONET experiment and test at European level, the OFELIA experimental facility (FIRE 

facility) is used and both computational resources and OpenFlow devices are provisioned on it. An OFELIA slice, the 

ALIEN slice (VLAN 700), is created (see Figure 3-1 CONET experiment deployment at OFELIA: resources and topology) 

involving resources from several OFELIA islands: EHU, i2Cat, iMinds, UNIVBRIS and PSNC. The ALIEN slice includes 

computational resources (e.g. end-nodes, CONET nodes and OpenFlow controller), ALIEN hardware platforms (i.e. 

DOCSIS ALIEN) and OpenFlow devices from the pool of resources provided by OFELIA. 

The CONET experiment allows validating the HAL-enabled devices, like the DOCSIS ALIEN device, by using a third party 

application (i.e. CCn) adapted to the OpenFlow environment, i.e. CONET (an application that generates both data plane 

and control plane traffic). As a result, the DOCSIS ALIEN device included in the tests is validated. The OpenFlow 

requirements imposed by CONET to any ALIEN device included in this scenario are listed in [D5.1]. 

The CONET scenario includes a content client, content server and a cache server. These CCN end nodes are deployed in 

different OFELIA islands to demonstrate the proper integration of ALIEN islands (currently part of OFELIA) in the 

experiment. 

3.2 OFELIA resources involved 

The CONET experiment involves resources from several OFELIA islands. Some of these islands were already OFELIA 

islands (from the original FP7 project), such as i2Cat, iMinds and UNIVBRIS islands, and some others have become part of 

OFELIA as a result of the ALIEN project, such as EHU, PSNC and PUT Islands. Therefore, the experiment spreads across 

five OFELIA islands. 
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The ALIEN slice has been created to deploy the scenario for CONET testing and one of the tricky parts of defining an 

inter-island slice is to select a (free) VLAN identifier that was not assigned before. The VLAN 700 was finally assigned to 

the ALIEN slice. After manual approval of the corresponding flowspace at each OFELIA island (involving people not 

included in the ALIEN project) the scenario was ready for testing. 

Figure 3-1 shows the details of the ALIEN slice, including the deployed resources and topology of CONET scenario. The 

topology is relevant to properly define the inter-island connection and the flowspaces (including DPIDs, physical ports 

and VLAN identifier, i.e. VLAN 700) to be requested to each island through the OCF. The resources from each OFELIA 

island are listed below. 

• EHU Island: 

o 1 DOCSIS ALIEN device exposed as OF1.0 switch: 

� DPID 10:00:00:00:00:00:00:02,VLAN 700, ports 12 and 21. 

o 1 NEC IP8800 OF1.0 switch: 

� DPID 10:00:00:00:00:00:00:01, VLAN 700, ports 5, 6 and 19. 

• Port 19 is connected to i2Cat Island. 

o 2VMs deployed from 2 different computation resources: 

� 2 CONET content-clients to request CCN content. 

• i2Cat Island: 

o 4 OF switches: 

� DPID 00:10:00:00:00:00:00:01, VLAN 700, ports 2, 3 and 11. 

• Port 11 is connected to iMinds Island. 

� DPID 00:10:00:00:00:00:00:02, VLAN 700, ports 1, 4, 12 and 13. 

• Port 13 is connected to EHU Island. 

� DPID 00:10:00:00:00:00:00:03, VLAN 700, ports 1 and 9. 

• Port 9 is connected to UNIVBRIS Island. 

� DPID 00:10:00:00:00:00:00:04, VLAN 700, ports 2 and 12. 

o 2 VMs deployed from 2 different computation resources: 

� 1 CONET cache server to cache CCN content. 

� 1 CONET server 1 to provide CCN content. 

o 1 VM OpenFlow CONET controller (10.216.12.121). 

• iMinds Island: 

o 1 OF switches: 

� DPID 01:00:00:00:00:00:00:FF, VLAN 700, ports 3 and 5. 

• Port 3 is connected to i2Cat Island. 

• Port 5 is connected to UNIVBRIS Island. 

• UNIVBRIS Island: 

o 3 OF switches: 

� DPID 05:00:00:00:00:00:00:02, VLAN 700, ports 5, 9 and 17. 

• Port 9 is connected to PSNC Island. 

� DPID 05:00:00:00:00:00:00:03, VLAN 700, ports 7 and 16. 

• Port 7 is connected to i2Cat Island. 

� DPID 05:00:00:00:00:00:00:04, VLAN 700, ports 6 and 9. 

• Port 9 is connected to iMinds Island. 

• PSNC Island: 

o 1 OF switches: 
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� DPID 11:00:00:00:00:00:00:01, VLAN 700, ports 11 and 17. 

• Port 11 is connected to UNIVBRIS Island. 

o 1 VMs deployed from computation resources: 

� 1 CONET server 2 to provide CCN content. 

As previously listed in the i2Cat Island, the CONET controller (10.216.12.121) is defined as the OpenFlow controller for 

the ALIEN slice (VLAN 700). 

 

Figure 3-1 CONET experiment deployment at OFELIA: resources and topology 

3.3 Workflow of CONET tests 

The CONET experiment is a third party application that is used to validate the integration of the ALIEN islands in OFELIA 

and the implementation of the HAL for ALIEN devices (i.e. DOCSIS ALIEN). In order to explain what has been tested, the 

CONET experiment is represented as a couple of workflows with several steps defined to better understand the tests. 

The first workflow describes the general workflow of any CONET deployment, focusing on the control plane (i.e. 

OpenFlow messages involved). Once the CONET control workflow is clear, the second workflow describes the test 

performed to better understand the results and graphics presented in the next section 3.4 Results from CONET tests. 

The following workflow describes the CONET application and the steps involved at control plane when a piece of content 

is requested from a client to a server and it is also cached by the cache server: 
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• Step 0 (CONET controller application starts) 

o The CONET controller deletes all the flow entries of all the DPIDs. 

• Step 1 (CONET client requests some content to the CONET server: ARP request -> packet-in) 

o The CONET client is properly configured with information about content and CONET servers. 

o The CONET client requests a specific content. The IP address of the CONET server with this content is 

obtained. 

o The CONET client sends and ARP to obtain the MAC address associated with the server. 

o The ARP request packet generates a packet-in message (OF) to the CONET controller. 

• Step 2 (CONET cache server configuration ->flowmod) 

o The CONET traffic (i.e. UDP packets) from the CONET cache server to the CONET client is configured by 

flowmod messages. 

o The CONET traffic from the CONET server to the CONET client is configured by flowmod messages 

installed on the DPIDs with a CONET cache server associated to them (in the path from the server to 

the client). The flow entry duplicates all the packets from the server to the client and rewrites the 

destination MAC address of the duplicated packet with the MAC address of the CONET cache server. 

• Step 3 (ARP reply ->flowmod) 

o The CONET controller enables the ARP response packets from the CONET server to the CONET client by 

installing a flowmod message. 

• Step 4 (IP traffic between the CONET server and CONET client is enabled) 

o The CONET client starts sending content requests to the CONET server. 

o The first content request generates a packet-in message (OF) to the CONET controller. 

o The CONET controller sends a flowmod message to enable the IP traffic (MAC addresses and EtherType) 

from the CONET client to the CONET server. 

o The CONET server starts sending content chunks to the CONET client. 

o The first content chunk generates a packet-in message (OF) to the CONET controller. 

o The CONET controller sends a flowmod message to enable the IP traffic (MAC addresses and EtherType) 

from the CONET server to the CONET client. 

• Step 5 (CONET cache server receives a chunk) 

o While the packets from a content chunk pass through the DPID with a cache server, the chunk is 

cached. 

o Once the complete chunk is cached, the CONET cache server sends a message to the CONET controller 

to notify which chunk has been cached. 

• Step 6 (CONET controller installs a flow entry for the cached chunk ->flowmod) 

o Each time a chunk is cached at the CONET cache server, a new flow entry is installed in the DPID 

associated to that cache server to redirect all the client requests for the same chunk. 

o The CONET controller sends a flowmod message to redirect the UDP packets from clients to servers 

with the UDP ports associated to the cached chunk (the identifier of each chunk is coded as UDP ports). 

• Step 7 (Cached content is provided from the CONET cache server) 

o Each time a CONET client request a content (i.e. chunks) that has been already cached, the cached 

chunks are provided from the CONET cache server. In fact, the chunk request from client to server is 

redirected to the cache server. 

The following workflow describes the actual test performed to validate and demonstrate the CONET scenario. This 

workflow presents a high level view to better explain the output results, which focuses on the data plane, since the 
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graphics are related to the actual traffic (i.e. data plane) transmitted from the server (or cache server if the content has 

been already cached) to the client. 

The test performed distinguishes two phases. In the first phase, the client requests a content, which is provided by the 

server. While the content is going from the server to the client, the cache server is caching the same content. In the 

second phase, the client requests the same content again, and this time, the cache server provides the content. 

• Step 0 (CONET client and server are configured) 

o The CONET client and the CONET server must be properly configured. 

o The CONET client must configure the server associated with each piece of content. 

• Step 1 (CONET client requests some content to the CONET server) 

o The CONET client requests a specific piece of content (i.e. executes a command at the terminal). 

o The client’s configuration resolves which CONET server is associated to that content. 

o The CONET client sends the request to the appropriate server. Each content chunk is requested 

independently and generates a different request packet. 

• Step 2 (CONET server provides the content to the CONET client) 

o The CONET server receives the client’s requests (one per chunk) and sends the content chunks back to 

the CONET client. 

o The whole content is sent in chunks from the server to the client. 

• Step 3 (CONET cache server caches the content) 

o While the content chunks pass through the DPID with a CONET cache server associated, the content 

chunks are duplicated and the copy is sent to the cache server. 

o Actually, step 2 and step 3 are simultaneous steps. 

• Step 4 (CONET client requests the same content again) 

o Once the complete content is received at the client, the CONET client requests the same content again 

(i.e. executes the same command at the terminal). 

o Based on the client’s configuration, the CONET server is resolved. 

o The CONET client sends the request to the associated server. 

o The requests from the client (one per chunk) reach the first CONET cache server in the path to the 

server and do not progress further (i.e. the server is not aware of any new request). 

• Step 5 (CONET cache server provides de content to the CONET client) 

o The CONET cache server receives the client’s requests and sends the content chunks back to the CONET 

client. 

o The chunks already cached are sent from the cache server to the client. 

o If a certain chunk has not been already cached, the client’s request progresses until the server and the 

server provides the chunk. 

The next section shows the results (i.e. screenshots, graphics and output from terminals) obtained from performing the 

test described in the second workflow. 
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This section presents the results from the test performed with the CONET experiment. The test wor
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deployed and configured. All the terminals are explained below:
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• The terminal on the right center is the CONET client 1 in the EHU 
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Figure 3-2 Screenshot of the terminals needed to perform the CONET experiment test

The following graphics show the data plane traffic (incoming traffic in green and outgoing in blue) in the three most 

relevant elements in this test: the CONET client at the EHU 

cache server at the i2Cat Island. 
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This section presents the results from the test performed with the CONET experiment. The test workflow is described in 

sland requests a content (100 Kbyte 

. The content is provided by the server at the PSNC Island, while a cache server 

requests the same content, and this 

launch the CONET test, once all the resources are properly 

Island (10.216.12.121). 

(192.168.64.2). 

connected to the NEC OpenFlow switch. 

sland is sending a ping to the CONET server 

Island executes the test. The 

file) is requested two times, the first one it lasts 2.033338 seconds (PSNC server to 

cache server to EHU client). 

 

Screenshot of the terminals needed to perform the CONET experiment test 

the data plane traffic (incoming traffic in green and outgoing in blue) in the three most 

, the CONET server at the PSNC Island, and the CONET 



CCN and ALIEN developments integration over OFELIA

 

Project: ALIEN (Grant Agr. No. 317880)

Deliverable Number: D5.2 

Date of Issue: 22/09/14 

 

The next Figure 3-3 shows the data plane traffic entering the CONET client located at the EHU 

ALIEN. The same content (100 Kbyte file) is requested two times, shown in green in the graphic.

Figure 3-3 Data plane traffic of the CONET client at the EHU 

The next Figure 3-4 shows the data plane traffic transmitted from the CO

only one transmission of this file (100 Kbyte

Figure 3-4 Data plane traffic of the CONET server 

The next Figure 3-5 shows the data plane traffic to and from the CONET cache s

time the content is requested, the chunks enter the cache server (shown in green in the 

The second time the same content is requested, the chunks are provided from the cache server to the CONET client 

(shown in blue in the graphic). 

Figure 3-5 Data plane traffic

The next figure shows a capture of the CONET control plane done with Wireshark. The OpenFlow messages have been 

analyzed to describe the CONET control plane workflow 

properly implement these OpenFlow messages in order to be part of the CONET scenario tested in this section.
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Figure 3-6 Screenshot of the CONET control plane

The next Figure 3-7 shows one of the steps (i.e. Step 6) of the first workflow described in the previous section, when the 

CONET control plane traffic is detailed. In particular, this OpenFlow mess

cache server all the requests from the CONET clients to the CONET servers once the CONET chunk has been already 

cached. The relevant information from this flowmod is highlighted in the figure
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shows one of the steps (i.e. Step 6) of the first workflow described in the previous section, when the 

CONET control plane traffic is detailed. In particular, this OpenFlow message is the flowmod that redirects to the CONET 

cache server all the requests from the CONET clients to the CONET servers once the CONET chunk has been already 

cached. The relevant information from this flowmod is highlighted in the figure. 
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Figure 3-7 Screenshot of flowmod that redirects the content requests to the CONET cache server 

The following figure shows sets of terminals to configure and monitor CONET application in PSNC Island: 

• Top-left corner: CONET controller (Floodlight available at 10.216.12.121) – shows status of connection to OF 

switches and CONET cache server 

• Left-center: CONET content server_2 (10.216.65.11) which index repository file and publish example content 

(“testfile100k”) – this content is available under 192.168.64.2 

• Bottom-left: CONET cache server (10.216.12.37) 

• Top-right corner: Wireshark with captured data traffic between CONET content client_1 in UPV/EHU and 

content server_2 in PSNC (content request and UPD packets with content chunks) 

• Bottom-right: CONET content client (10.216.65.15) in UPV/EHU Island – shows two transmissions of content to 

client_1 (UPV/EHU) – 192.168.0.1 

o First request: content send from server_2 in PSNC, completed in about 7.16 sec.  

o Second request: content send from cache server in i2Cat, completed in about 0.53 sec. 



CCN and ALIEN developments integration over OFELIA  

 

Project: ALIEN (Grant Agr. No. 317880) 

Deliverable Number: D5.2 

Date of Issue: 22/09/14 

 

80 

 

Figure 3-8 Screenshot of the terminals needed to perform the CONET experiment test (PSNC Island) 

The following figure shows log files from: 

• On the left: xDPd-for-EZappliance forwarding module with packet_out event marked (special port number 

0xfffb) 

• On the right: EZproxy with marked flood packets (from xDPd-for-EZappliance to NP-3 network processor) to all 

ports of EZapplaince (0-23) except incoming port no. 13 

 

Figure 3-9 Screenshots of logs from xDPd-for-EZappliance and EZproxy modules 

xDPd-for-EZappliance uses the following configuration during CONET experiment (xdpd-ez-psnc.cfg file).  

config:{ 

 

 openflow:{ 

  logical-switches:{ 

   #Name of the switch dp0 
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   dp0:{ 

    #Most complex configuration 

    dpid = "0x1100000000000001"; #Must be hexadecimal 

    version = 1.0; 

    description="This is an PSNC-EZappliance switch"; 

 

    #Controller 

    controller-connections:{ 

     main:{ 

      remote-hostname="10.216.12.121"; 

      remote-port=6633; 

     }; 

    }; 

    reconnect-time=1; #seconds 

 

    #Tables and MA 

    num-of-tables=1; 

 

    #Physical ports attached to this logical switch. This is 

mandatory 

    #The order and position in the array dictates the number of 

    # 1 -> eth1, 2 -> eth2, 3 -> eth3 

    ports = ("eth0", "eth1", "eth2", "eth3", 

"eth4","eth5","eth6","eth7","eth8","eth9","eth10","eth11","eth12","eth13","e

th14","eth15","eth16","eth17","eth18","eth19","eth20","eth21","eth22","eth23

"); 

 

   }; 

  }; 

 }; 

 

 system:{ 

                logging-level="DEBUG"; 

  driver-extra-params="10.134.0.4"; #EZ Proxy IP address 

 }; 

}; 

The following figure shows Microcode Development Environment (MDE) used to monitor status of search structures, 

registers, memories etc. inside NP-3 network processor into EZappliance. 
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Figure 

In current view OpenFlow table of EZappliance in PSNC 

experiment. OpenFlow table is implemented as search structure (binary tree) into TOPsearch I of NP

processor [D3.2][D3.3]. 

3.5 Conclusions 

As a general conclusion, the expectations where largely acco

integrated and the CONET software ran without any problem

into sight problems that were not anticipated or discovered previously. In that sense, 

future developers some of the lessons learnt in the integration of the results in CONET, which were not discovered on 

local tests: 

• In some situations Packet-out was not properly working and this was not detected on local hosts.

• In the case of ARP matching internal IPs, the difference between OF1.0 and OF1.2 behaviour was undetected.

• In one case, the flooding mechanism was not correctly implemented.

• In the ALHINP code, xDPd helpers (RGH and AGH) updated to latest versions due to p

• Due to the fact that OFELIA project was finished, the support by the original project partners was in a best effort 

basis, so iterations took days. In any case, a warm thank you for the iMinds, Bristol and 

whose help was instrumental to get the project results tested in OFELIA.

• The allocation of a system wide free VLAN for interisland SLICEs (for OFELIA experiments and for CONET) is 

manual and error prone. 

• The flowspaces need to be manually approved, and this is 

resources in charge in one island implies re

flowspace, vlan) affect all. 

• When running experiments it was needed to take into account actual version of 

number of chunks, and adapt the experiments.
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Figure 3-10 Screenshot of MDE with OpenFlow table 

In current view OpenFlow table of EZappliance in PSNC Island is marked with flow entries captured during CONET 

experiment. OpenFlow table is implemented as search structure (binary tree) into TOPsearch I of NP

As a general conclusion, the expectations where largely accomplished. The HAL modified hardware was successfully 

n without any problems. As usual, experimentation with real applications bring 

into sight problems that were not anticipated or discovered previously. In that sense, here are 

future developers some of the lessons learnt in the integration of the results in CONET, which were not discovered on 

out was not properly working and this was not detected on local hosts.

In the case of ARP matching internal IPs, the difference between OF1.0 and OF1.2 behaviour was undetected.

In one case, the flooding mechanism was not correctly implemented. 

code, xDPd helpers (RGH and AGH) updated to latest versions due to p

Due to the fact that OFELIA project was finished, the support by the original project partners was in a best effort 

basis, so iterations took days. In any case, a warm thank you for the iMinds, Bristol and 

help was instrumental to get the project results tested in OFELIA. 

The allocation of a system wide free VLAN for interisland SLICEs (for OFELIA experiments and for CONET) is 

The flowspaces need to be manually approved, and this is very time consuming as every change for the 

resources in charge in one island implies re-approval of the whole setup. Changes in one (controller IP, 

When running experiments it was needed to take into account actual version of 

number of chunks, and adapt the experiments. 
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mplished. The HAL modified hardware was successfully 

. As usual, experimentation with real applications bring 

here are reflected as a hint for 

future developers some of the lessons learnt in the integration of the results in CONET, which were not discovered on 

out was not properly working and this was not detected on local hosts. 

In the case of ARP matching internal IPs, the difference between OF1.0 and OF1.2 behaviour was undetected. 

code, xDPd helpers (RGH and AGH) updated to latest versions due to problems in VLAN matching. 

Due to the fact that OFELIA project was finished, the support by the original project partners was in a best effort 

basis, so iterations took days. In any case, a warm thank you for the iMinds, Bristol and i2Cat OFELIA teams 

The allocation of a system wide free VLAN for interisland SLICEs (for OFELIA experiments and for CONET) is 

very time consuming as every change for the 

approval of the whole setup. Changes in one (controller IP, 

When running experiments it was needed to take into account actual version of CONET limitations in the 
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4 Summary 

This document presents the results of the experiments performed in OFELIA with the results of the CONET experiment. 

For this, the following aspects have been presented: 

• The deployment of developed OpenFlow-capable HAL prototypes for ALIEN hardware platforms as part of 

OFELIA environment 

• The correct creation of OFELIA slices which makes use of resources from ALIEN hardware platforms, standard 

OpenFlow switches and virtualization servers 

• The successful deployment of Content-Centric Networking in the form of CONET software in the ALIEN slice  

• The description of the experiments executed showing the outputs of integration tests performed within OFELIA 

slices validating proper work of HAL-controlled platforms in OFELIA test bed as well as the deployment and 

verification of the CONET application over OFELIA. 

For purpose of the validation of ALIEN hardware platforms, new OFELIA islands were created from the scratch in EHU, 

PSNC and PUT premises. In each island, the ALIEN hardware was installed and proper HAL software [D3.3] was deployed 

(see details in Table 4-1 Deployment of HAL-controlled hardware in OFELIA islands). Exception is UNIVBRIS Island, which 

already existed in the OFELIA. However, UNIVBRIS Island had to be modified in order to use ALIEN HAL prototypes for L0 

switch as well; it was extended to cover GEPON system localized in UCL laboratory. Each ALIEN platform was taken under 

management of standard OCF software and only L0 switch was using modified version of OCF taking into account optical 

constrains of L0 switch. Different technologies like OpenVPN, VLAN and GRE were used to establish control plane and 

data plane connections to OFELIA islands (see details in Table 4-1 Deployment of HAL-controlled hardware in OFELIA 

islands). 

ALIEN platform HAL prototype 

software 

Home island OFELIA 

management 

software 

OFELIA control 

network 

Data Plane 

connectivity to 

OFELIA islands 

NetFPGA xDPd-for-

NetFPGA 

PUT Island 

(new) 

Standard OCF OpenVPN to 

iMinds 

VLAN to PSNC 

EZappliance xDPd-for-

EZappliance 

PSNC Island 

(new) 

Standard OCF OpenVPN to 

iMinds 

VLAN to Bristol and 

PUT 

Cavium Octeon xDPd for Octeon EHU Island, 

device in Dell 

Standard OCF OpenVPN to 

EHU 

VLAN to EHU 

L0 switch ADVA-ROFL-DP UNIVBRIS 

Island 

“Optical” OCF OpenVPN to 

iMinds 

VLAN to iMinds, i2Cat, 

PSNC 
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DOCSIS ALHINP EHU Island 

(new) 

Standard OCF VLAN to i2Cat 

over 1Gbps 

dedicated line 

VLAN to i2Cat over 

1Gbps dedicated line 

GEPON xCPd UNIVBRIS 

Island, device 

located in UCL 

Standard OCF OpenVPN to 

UNIVBRIS 

VPN tunnel 

Table 4-1 Deployment of HAL-controlled hardware in OFELIA islands 

A set of slices were created in OFELIA test bed in order to perform integration tests (please see Table 4-2). Two types of 

integration tests were performed: 

• HAL developments integration (the validation of each single ALIEN platform with HAL in OFELIA) 

• CCN integration (the validation of ALIEN platforms with HAL controlled by CONET in OFELIA) 

Validation of each single ALIEN platform was performed in a simple slices set of resources from 1-2 islands. The 

requirement for this test assumed that, besides ALIEN platform, standard OFELIA resources (like standard OpenFlow 

switches and virtualization servers) would be used. Various test methods were used (see details on Table 4‑2) but most 

popular was usage of the learning switch exercised with the ping tool. HAL developments integration tests were 

performed by partner responsible for a given ALIEN platform and its HAL prototype with support of team responsible 

from other participating OFELIA island. As a matter of fact the intended original schema of a punctual feedback to the 

development phase was replaced by a much more continuous process, as no architectural problems were faced, but only 

implementation related. 

Integration type  Integration tests 

for  

Number of 

islands  

ALIEN 

platforms 

location 

Standard OF 

switches 

location 

Tests executed 

HAL developments 

integration 

NetFPGA 1 PUT Island --- --- 

EZappliance 2 PSNC Island UNIVBRIS 

Island 

Learning switch, ping, 

www, 

video 

Cavium Octeon -- DELL as part of 

EHU Island 

EHU Island Ethernet Frame 

modification 

L0 switch 1 UNIVBRIS 

Island 

UNIVBRIS 

Island 

Learning switch, ping 

DOCSIS 2 EHU Island i2Cat Island Learning switch, ping, 

ssh, 

video 

GEPON 1 UCL as part of 

UNIVBRIS 

Island 

UNIVBRIS 

Island 

-- 

CCN integration CONET 5 EHU, PSNC 

Island 

i2Cat, iMinds, 

UNIVBRIS, 

PSNC Islands 

Information retrieval 

and caching, 

information from cache 

Table 4-2 ALIEN integrations overview 

Successful results of single ALIEN platform integration tests were crucial milestone for performing CCN integration. CCN 

integration validates that CONET is operational in an OFELIA slice composed of HAL-controlled platforms. CONET 

introduced a new set of OpenFlow requirements [D5.1] which have been validated at a further level than the simple 
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validation performed during HAL developments tests. The final, real world, experiment which involved a CCN application 

was also performed in a more complex slice composed of five islands (see details on Table 4‑2) as a joint work of many 

ALIEN partners. In D5.3 the results of additional experiments over the CONET platform will be shown, for example the 

implementation of QoS mechanism in the DOCSIS access network. 
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