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Executive Summary 

This document complements deliverable D5.3 “Experimental-driven research” with details about testing scenario steps 

and all materials like logs, screenshots, packet dumps collected during performing of experimentation tests. We highly 

encourage to read first D5.3 which contains overview of the experiment, goals to be achieved, experiment environment 

and also discussion about experiment validation. 
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1 TBAM integration and demonstration with 

Multicast and IPv6 traffic experiment 

1.1 Testing Scenario 

• ALIEN island (4 ALIEN switches) located at the CREATE-NET premises and connected to the CREATE-NET's OFELIA 

island 

• ACF installed to manage the ALIEN switches and connected to the OCF instances running on 5 OFELIA islands 

• Slice composed of switches of 3 OFELIA islands (CREATE-NET, i2CAT and iMinds) plus the ALIEN island 

• Two different controllers: FloodLight for the OFELIA switches using OpenFlow v1.0 and Ryu for the ALIEN 

switches using OpenFlow v1.2 

• IPv4 and IPv6 multicast applications running on top of FloodLight and Ryu 

• VLC [VLC] software running on the virtual machines and acting as multicast server and client 

1.2 Experiment results 

As anticipated in the "Experiments goals" section, the experimentation is basically divided in two different phases: the 

first consists in the configuration of the experiment with the inclusion of all the needed resources using the Expedient 

GUI. This phase validates the ACF implementation and the ability of its components to interact with the OCF instances 

running on the OFELIA islands to configure the experiment setup (slice configuration and start-up processes). The second 

phase consists of the execution of two different experiments on the same slice: one IPv4 multicast video streaming 

involving both ALIEN and OFELIA islands and another IPv6 multicast video streaming confined within the ALIEN Island. 

The results of the experimentation are described in the following sections. 

1.2.1 Slice configuration 

Configuration and start-up of an experiment through the ACF's Expedient GUI. Once the slice is created, the CREATE-NET 

ALIEN aggregate plus several OFELIA aggregates can be selected from the list exposed by the GUI (see Figure 1-1). This 

demonstrates that the ACF's instance of Expedient has been successfully connected to the Opt-Ins of the OFELIA islands. 
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Figure 1-1 Lis

Once all the needed aggregates are included into the experiment, the Expedient GUI shows an overview of the physical 

topology (see Figure 1-2). In particular, the ALIEN island, labelled as "Trento 

02:08:02:08:00:00:00:01 of the CREATE-NET's OFELIA island.

Figure 1-2

The next step is the selection of the resources needed for the experiments. In particular, for OFELIA OpenFlow 

aggregates we select the ports of the switches we want to use and we enter the IP address a

FloodLight controller is listening to. Furthermore, for the ALIEN resources, we user define the time

controller's IP address/TCP port and the VLAN ID (see the Deliverable [D4.2] for more details about the VLAN ID 

remapping process). Finally, we instantiate the virtual machines that act as multicast servers and clients on the 

Virtualization aggregates (see the screenshots of the Expedient UI in

Figure 1-7). 
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List of the aggregates visible from the ACF Expedient GUI

Once all the needed aggregates are included into the experiment, the Expedient GUI shows an overview of the physical 

). In particular, the ALIEN island, labelled as "Trento - Alien", is connected to the switch 

NET's OFELIA island. 

2 Representation of the physical topology of the slice

The next step is the selection of the resources needed for the experiments. In particular, for OFELIA OpenFlow 

aggregates we select the ports of the switches we want to use and we enter the IP address a

FloodLight controller is listening to. Furthermore, for the ALIEN resources, we user define the time

controller's IP address/TCP port and the VLAN ID (see the Deliverable [D4.2] for more details about the VLAN ID 

pping process). Finally, we instantiate the virtual machines that act as multicast servers and clients on the 

Virtualization aggregates (see the screenshots of the Expedient UI in Figure 1-3, Figure 1-4, 
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Representation of the physical topology of the slice 

The next step is the selection of the resources needed for the experiments. In particular, for OFELIA OpenFlow 

aggregates we select the ports of the switches we want to use and we enter the IP address and TCP port on which the 
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Figure 1-3 CREATE-NET's OFELIA OpenFlow resources 

 

Figure 1-4 i2CAT's OFELIA OpenFlow resources 
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Figure 1-5 CREATE-NET's ALIEN OpenFlow resources 

 

Figure 1-6 Time-slot configuration mask 

 

Figure 1-7 i2CAT's virtualization resources 
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1.2.2 Multicast experiments 

The two experiments consist of the following:

• Execution of the multicast IPv4 experiment with multimedia traffic crossing OFELIA and ALIEN switches. Sample 

video streaming will be used during the demonstration and the log of the controller will be shown to highlight 

the operations executed underneath.

• Execution of the multicast IPv6 experiment with multimedia traffic limited to the ALIEN switches. Also in this 

case the log of the controller will be shown to demonstrate to usage of an OpenFlow protocol version > 1.0.

Some details regarding the controllers' behaviour

group, the controller blocks the propagation of the flow in the network until at least one client joins the group. On the 

other side, the controller receives join messages of one or more cl

knows which clients want to receive the data stream and is able to configure the flow entries in the network devices 

involved in the delivery of the stream to the clients. The configuration of the be

possible thanks to centralized network view of the controller. In particular the controller can identify the best path 

between the server and clients that have joined the group. The best path in a multicast enviro

links to serve the multicast group instead of provide different path for each client. The outcome is an optimization of the 

bandwidth usage. 
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the multicast IPv4 experiment with multimedia traffic crossing OFELIA and ALIEN switches. Sample 

video streaming will be used during the demonstration and the log of the controller will be shown to highlight 
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1.2.3 Controller logs 

This section reports on the log messages printed on the screen by the controllers. The goal of this section is to show and 

to better explain the sequence of operations performed by the controllers involved in the experiment. In short, the steps 

that are reported through the controllers logs are the following: (i) the multicast server start the transmission of the 

video stream, (ii) the controller receives the packet_in messages from the switch connected to the server and blocks the 

stream until at least one client tries to join the multicast group, (iii) the client sends a join message for the multicast 

group provided by the server, (iv) the controllers, which have the complete view of the part of the network under their 

control, compute a best path algorithm (Dijkstra) and proactively send the flow_mod messages to the switches included 

in the path between the server and the client, (v) the client receives the video stream through the path instantiated by 

the controller. 

1) IPv4 multicast experiment 

When the multicast server starts streaming the multimedia content, the FloodLight controller will receive a packet_in 

message from the first switch connected to the server (the i2CAT switch with dpid = 00:10:00:00:00:00:00:03): 

Packet IN received switch 00:10:00:00:00:00:00:03 [ip src:192.168.10.4 ip 

dst:224.0.0.1, vlan:623, in port:12] 

As a consequence, the controller sends a drop rule to the switch with timeouts set to 0 (no expiration) which will 

removed once at least one client will join the multicast group. 

Sending drop flow-mod to the switch 00:10:00:00:00:00:00:03 

When the client connected to an ALIEN device tries to join the multicast group advertised by the server, the Ryu 

controller send the flow_mods messages to the ALIEN switches in order to forward the join message towards the OFELIA 

facility through the OFGW. 

Packet IN received switch DPID:02:00:00:00:00:00:00:02 [ip src:192.168.10.2 ip 

dst:224.0.0.1, vlan:20, in port:1] 

 

New IPv4 flowmod to switch DPID: 02:00:00:00:00:00:00:02 [ip src:192.168.10.2 

ip dst:224.0.0.1, vlan:20, in port:1, out_port:2] 

○  

Packet IN received switch DPID:02:00:00:00:00:00:00:01 [ip src:192.168.10.2 ip 

dst:224.0.0.1, vlan:20, in port:2] 

○  

New IPv4 flowmod to switch DPID: 02:00:00:00:00:00:00:01 [ip src:192.168.10.2 

ip dst:224.0.0.1, vlan:20, in port:2, out_port:1] 

The join message is then received by switch 02:08:02:08:00:00:00:01 of the CREATE-NET OFELIA island. As we can notice, 

the OFGW has re-tagged the packets with the VLAN ID 623 assigned to the experiment by the OCF (see the section 

above). 
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Packet IN received switch 02:08:02:08:00:00:00:01 [ip src:192.168.10.2 ip 

dst:224.0.0.1, vlan:623, in port:8] 

Afterwards, the FloodLight multicast application, which has detected the join message, installs the forwarding rules on 

the switches forming the best path between the multicast server and the ALIEN island where the client is located: 

New IPv4 flowmod to switch DPID: 00:10:00:00:00:00:00:03 [ip src:192.168.10.4 

ip dst:224.0.0.1, vlan:623, in port:12, out_port:1] 

New IPv4 flowmod to switch DPID: 00:10:00:00:00:00:00:01 [ip src:192.168.10.4 

ip dst:224.0.0.1, vlan:623, in port:3, out_port:11] 

New IPv4 flowmod to switch DPID: 01:00:00:00:00:00:00:ff  [ip src:192.168.10.4 

ip dst:224.0.0.1, vlan:623, in port:3, out_port:8] 

New IPv4 flowmod to switch DPID: 02:08:02:08:00:00:00:01  [ip src:192.168.10.4 

ip dst:224.0.0.1, vlan:623, in port:1, out_port:8] 

The same operation is done on the ALIEN switches by the Ryu controller. Therefore, now the video stream has a path 

from the server to the client: 

Packet IN received switch DPID:02:00:00:00:00:00:00:01 [ip src:192.168.10.4 ip 

dst:224.0.0.1, vlan:20, in port:1] 

New IPv4 flowmod to switch DPID: 02:00:00:00:00:00:00:01 [ip src:192.168.10.4 

ip dst:224.0.0.1, vlan:20, in port:1, out_port:2] 

Packet IN received switch DPID:02:00:00:00:00:00:00:02 [ip src:192.168.10.4 ip 

dst:224.0.0.1, vlan:20, in port:2] 

New IPv4 flowmod to switch DPID: 02:00:00:00:00:00:00:02 [ip src:192.168.10.4 

ip dst:224.0.0.1, vlan:20, in port:2, out_port:1] 

2) IPv6 multicast experiment 

The Ryu's logs related to the IPv6 multicast experiment are reported in this section. The process is the same shown 

above for the IPv4 experiment. In short, one of the two clients sends the request to join the multicast group through the 

switch 02:00:00:00:00:00:00:02: 

Packet IN received switch DPID:02:00:00:00:00:00:00:02 [ip src:ff02::1 ip 

dst:ff02::1, vlan:0, in port:2] 

As can be noticed from the packet_in message above, for this experiment we used the VLAN ID = 0. In this way the IPv6 

broadcast messages generated with this experiment are not forwarded to the OFELIA nodes (which are not able to 

manage them, being the IPv6 addresses supported only by OpenFlow version > v1.0). In fact, the OFGW is configured to 

forward and to re-tag only the messages coming from ALIEN with VLAN ID = 20. All the other messages are dropped. 

Finally, below we have the flow_mod sent to the ALIEN switches in order to forward the video stream from the server to 

the client: 
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Packet IN received switch DPID:02:00:00:00:00:00:00:03 [ip src:ff02::1 ip 

dst:ff02::1, vlan:0, in port:1] 

New IPv6 flowmod to switch DPID: 02:00:00:00:00:00:00:03 [ip src:ff02::1 ip 

dst:ff02::1, vlan:0, in port:1, out_port:2] 

Packet IN received switch DPID:02:00:00:00:00:00:00:01 [ip src:ff02::1 ip 

dst:ff02::1, vlan:0, in port:3] 

New IPv6 flowmod to switch DPID: 02:00:00:00:00:00:00:01 [ip src:ff02::1 ip 

dst:ff02::1, vlan:0, in port:3, out_port:2] 

Packet IN received switch DPID:02:00:00:00:00:00:00:02 [ip src:ff02::1 ip 

dst:ff02::1, vlan:0, in port:2] 

New IPv6 flowmod to switch DPID: 02:00:00:00:00:00:00:02 [ip src:ff02::1 ip 

dst:ff02::1, vlan:0, in port:2, out_port:1] 

The same process happens for the other client connected to the switch with datapath_id 02:00:00:00:00:00:00:04. 

 


